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Abstract—Deep Reinforcement Learning (DRL) algorithms
have recently made significant strides in improving network
performance. Nonetheless, their practical use is still limited in
the absence of safe exploration and safe decision-making. In
the context of commercial solutions, reliable and safe-to-operate
systems are of paramount importance. Taking this problem
into account, we propose a safe learning-based load balancing
algorithm for Software Defined-Wide Area Network (SD-WAN),
which is empowered by Deep Reinforcement Learning (DRL)
combined with a Control Barrier Function (CBF). It safely
projects unsafe actions into feasible ones during both training
and testing, and it guides learning towards safe policies. We
successfully implemented the solution on GPU to accelerate
training by approximately 110x times and achieve model updates
for on-policy methods within a few seconds, making the solution
practical. We show that our approach delivers near-optimal
Quality-of-Service (QoS) performance in terms of end-to-end
delay while respecting safety requirements related to link capacity
constraints. We also demonstrated that on-policy learning based
on Proximal Policy Optimization (PPO) performs better than off-
policy learning with Deep Deterministic Policy Gradient (DDPG)
when both are combined with a CBF for safe load balancing.

Index Terms—Software Defined-Wide Area Network (SD-
WAN), Deep Reinforcement Learning (DRL), Control Barrier
Function (CBF).

I. INTRODUCTION

Many enterprises are adopting Software Defined-Wide Area
Network (SD-WAN) [1] technologies to trade-off between
cost-effectiveness and Quality-of-Service (QoS) satisfaction.
Relying on a network overlay, this architecture allows busi-
nesses to interconnect multiple sites (enterprise branches,
headquarter, data centers) without the need to deploy their own
physical infrastructure, making it cost effective. A centralized
controller maintains a set of policies deployed at access routers
which send traffic to their peers over several transport networks
(e.g., private lines, broadband internet, 5G). Typically, access
routers are responsible for enforcing traffic engineering, for
instance load balancing, and queuing policies to meet Service
Level Agreement (SLA) requirements in terms of end-to-
end Quality-of-Service (QoS), security, etc. At a slow pace,
the controller maintains policies, while access devices make
real-time decisions for every flow. SD-WAN provides a cost
efficient alternative to private lines and drastically improves
QoS compared to best effort solutions such as Virtual Private
Networks (VPN).

Several solutions have been proposed for load balancing in
SD-WAN networks to satisfy SLA requirements. Centralized
and distributed path selection mechanisms have been proposed

to maximize an utility function [2]] or SLA satisfaction using
a performance model [3[]. To optimize latency and other QoS
parameters for a specific set of flows, closed-form performance
models, using network calculus or queuing models, can be
embedded into routing optimization algorithms. For instance,
authors in [4]] considered the Kleinrock function [5] to min-
imize latency. However, accurate analytical models for end-
to-end QoS performance metrics can be difficult to derive
and integrate into routing optimization algorithms. Indeed,
unknown scheduling parameters, behaviors inside the WAN
and transport-layer mechanisms are, in practice, too difficult
to capture by tractable performance models. The challenge to
integrate accurate analytical models makes QoS routing and
lod balancing a great opportunity for model-free solutions.
Instead of having a predefined performance model, Rein-
forcement Learning (RL) agents can interact with the environ-
ment and evaluate the outcomes of their actions thanks to a re-
ward function. Deep Reinforcement Learning (DRL) [6]] com-
bines Deep Learning (DL) and Reinforcement Learning (RL)
principles (e.g., parameterize policies with neural networks).
It has been first applied for routing to optimize network utility
under the umbrella of experience-driven networking [6]. Since,
several single-agent and multi-agent DRL solutions have been
proposed to tune queues and load balancing policies to satisfy
QoS requirements or minimize congestion [7]-[12]]. However,
even if DRL has demonstrated a tremendous potential for
improving SD-WAN performance, most of the literature only
focuses on off-policies and their performance once training
has converged, without paying attention to safety during both
learning and testing. In addition, as network environments
often drift, frequent retraining of the full model to adapt
to changes can be cumbersome. In DRL, the trial-and-error
process is crucial for environment exploration and learning but,
at the same time, unsafe actions cannot be deployed as they
degrade network quality in production systems. For example,
a poor load balancing policy might cause severe congestion
and accidentally degrades the overall network performance.
Therefore, considering safety during both training phase, in
particular for more practical on-policies, and testing is key for
the wide adoption of RL algorithms in network systems.
Taking those issues into consideration, this work seeks
to complement current DRL-based load balancing solutions
with an additional safety shield. Based on the safe learning
approach primarily presented in [13]], which is designed for
critical robotic systems, we propose a safe load balancing


https://orcid.org/0000-0003-3043-3627
https://orcid.org/0000-0002-5961-8134
https://orcid.org/0000-0002-4670-6389

solution for SD-WAN. Our solution achieves near-optimal
Quality-of-Service (QoS) performance in terms of average
end-to-end delay, while safety concerns related to the violation
of link capacity constraints are fully considered.

The contributions of our work are the following. First, we
describe the target SD-WAN system and formulate a load
balancing problem to minimize the average tunnel latency that
can efficiently be solved with RL. Then, we design a dedicated
Control Barrier Function (CBF) based on local search to
deliver safety on top of gradient-based Deep Reinforcement
Learning (DRL) algorithms (e.g., off/on policy learning). Fi-
nally, we evaluate our DRL-CBF solution in both training and
testing phases. We compare our solution to traditional learning
algorithms (e.g., DDPG, PPO) where safety is only handled
in the reward function, without any strict guarantees. We
show that our solution can minimize latency while providing
full safety guarantees. In a controlled environment, we also
demonstrate that the QoS obtained is very close to the optimal
solution derived from a non linear integer model solved with
the SCIP [14]] solver. In addition, in terms of execution time,
we implemented DRL-CBF algorithms on GPU and managed
to accelerate training by approximately 110x times and achieve
model updates for on-policy methods within a few seconds,
making the full solution practical.

The paper is organized as follows. Related work is discussed
in Section Section presents the system model and
formulates the load balancing problem. Section describes
the proposed solution, whereas Section [V] provides numerical
results, demonstrating our proposed algorithm performance.
Finally, Section |VI]| concludes the paper.

II. RELATED WORK

Deep Reinforcement Learning (DRL) algorithms for SD-
WAN controllers has been proven to improve overall network
performance [7]-[12]]. For instance, Troia et al. [11] have
shown a target QoS can be achieved through the proper design
of the reward function. Similar results have been achieved
using multiple agents [9]. However, as mentioned before, most
of the literature only focuses on 1) off-policies and 2) network
performance without paying attention to safety.

Indeed, RL-based load balancing systems may violate ca-
pacity constraints both in training and testing phases. When
globally minimizing the end-to-end delay, unsafe actions cre-
ating congestion and violating capacity may be taken to get
rid of portions of the traffic and improve the reward. To deal
with such abnormal behaviors, the LearnQueue [[15] reward
has been introduced to minimize the end-to-end delay while
penalizing traffic rejections. However, it requires to weight
properly the two objectives, which can be tedious in practice
since it heavily depends on the environment. To address these
limitations and avoid manual parameter tuning, the first work
to systematically optimize QoS under safety constraints for
load balancing has been presented by Kamri et al. [16]. This
work applies the Reward Constrained Policy Optimization
(RCPO) algorithm [17] where the reward integrates traffic
rejection as a constraint using Lagrangian relaxation. During

training, the algorithm finds the optimal Lagrangian multi-
plier. Following this work, Zhang et al. [18] investigate a
path planning problem based on constrained policy iteration
to improve the performance of multiple path selection. A
safe load balancing strategy for ultra-dense network is also
discussed by Huang et al. [19]]. In this work, they proposed
a proactive load balancing algorithm on top of Constrained
Policy Optimization (CPO) [20], which has been proven to
guarantee optimal policy under (safety) constraints.

Although several papers have presented DRL algorithms
for load balancing [11], [15] with some constraints [16],
[19]), they 1) all provide soft guarantees during exploration
and 2) mostly ensure safety during exploitation. To mitigate
these issues, we propose to employ a Control Barrier Function
(CBF) [21]] on top of current DRL algorithms for (safe) load
balancing optimization with hard guarantees.

III. SYSTEM MODEL

Figure [I] presents a typical SD-WAN use case where the
headquarter and 3 branches of an enterprise are intercon-
nected either via an Internet connection and a Multi-Protocol
Label Switching (MPLS) private line. Traffic is issued by
applications at both headquarter and branches. 6 OD (Origin-
Destination) flows, also called funnels, are considered, one per
headquarter and branch pair in each direction. Each tunnel has
two paths for Internet and MPLS. A Load Balancer (LB) agent
at each Access Router (AR) splits the traffic according to the
policy received by the centralized controller.
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Fig. 1: SD-WAN network with an headquarter and 3 branches.

This overlay network can be modeled as a graph where
core links represent overlay links and edge links correspond
to WAN ports at AR routers. As depicted in Figure [I] links
N’ — N at ports N are used to model the egress / ingress
capacity provisioned at each transport network. In practice,
WAN ports can receive traffic from multiple sites, potentially
of higher capacity, and they might be congested in high load



conditions. Let formally consider a graph G = (V, E) where
V is the set of nodes and F is the set of edges. Each tunnel k&
in a set of tunnels K can use a set of candidate paths denoted
as P (e.g., Internet and MPLS) to load balance traffic. Each
edge e carries an instantaneous load /. and has a capacity c..
Let denote T the traffic demand of tunnel k at time ¢. Each LB
agent applies at time ¢ a split ratio x’; for each tunnel k over
each path p € Py, (x5 € [0,1] and 3 p 2y =1 Vk € K).

The delay on each path p for a tunnel k is denoted d’;’ and
the tunnel delay, denoted d* is computed as follows:

k k
= 1
d pme%xk d, (1)

In practice, d’; is continuously measured by access routers.

Problem formulation. The main objective is to derive an
optimal load balancing policy so that the SD-WAN overlay
delivers the best QoS. In the rest of the paper, we consider
as primary target the minimization of the average tunnel
delay under the constraint that link capacity constraints are
not violated (safety constraint). Indeed, this safety measure
prevents that 1) congestion is induced by miss configured split
ratios and that 2) the average tunnel delay is not artificially
minimized by rejecting traffic (i.e., by intentionally creating
some congestion). To prevent high link delays, or very het-
erogeneous ones even if the average delay is low, a common
practice is to enforce a Maximum Link Utilization (MLU)
u € [0,1] over all links. LB agents at headquarter and branches
are configured by a network controller.

In this case, load balancing policies, which are derived
according to dynamic tunnel traffic 7%, solve the following
optimization problem:

. ZkeK dk
Ip|
s.t. Z Z T’“.mi—C < p.ce Vee & (Co)

kEK i=0,pEP;
Ip|

fo =1
i=0

Vzk € [0,1] (C1)

where problem (P) minimizes the average tunnel delay.
Constraints (Cg) guarantee that the traffic over each edge e in
the network is kept under the MLU. Constraints ensure
that splits ratios sum to 1.

IV. LEARNING-BASED AND SAFE LOAD BALANCING

In this section, we propose a constrained policy optimization
for load balancing based on Deep Reinforcement Learning
(DRL) algorithms and a Control Barrier Function (CBF) [[13].

A. Learning-based optimization

Our optimization problem can be formulated as a Markov
Decision Process (MDP) which is defined by the tuple
(S, A, R, T,v) where S represents the set of states, A is the
set of available actions, R : S x A x S — R is the reward
function which gives the reward for the transition from one
state to another given an action, 7 : S x Ax S — [0, 1] is the
transition matrix, which gives the probabilities of transitioning
from one state to another given an action and v € [0,1]
is the discount factor. A policy = : S — A refers to the
probability of taking an action a € A under state s € S. The
agent iteratively interacts with the (networking) environment
to learn an optimal policy 7* that chooses actions with the
best payoff. To solve the MDP associated with problem (P),
a centralized controller is employed in the network. The
controller can periodically collect at every time ¢ information
from the different AR routers: the traffic demand 7%, the delay
d* of each tunnel & € K and the maximum link utilization .
In this context, we consider the observation space or state s;
as the set of traffic demands 7% for all tunnels k& € K. The
action space is determined as the set of split ratios x’; for all
paths p € P of each tunnel k € K.

By using RL algorithms, we learn the optimal stochastic
control policy 7(a|s) that maximizes the performance measure
(i.e., J(m)) which is expressed as follows:

> Arils, at)] (2)
t

where 7 ~ 7 denotes a trajectory during which actions are
sampled according to the policy 7(als).

Given the fact that policy gradient RL methods have shown
good performance in continuous control problem [22] [23],
in the rest of this paper, we consider off-policy learning
(e.g. Deep Deterministic Policy Gradient (DDPG), Twin-
Delayed Deep Deterministic Policy Gradient (TD3)) and on-
policy learning (e.g., Proximal Policy Optimization (PPO))
algorithms. In the former technique, actions are sampled to
encourage the agent to explore the environment. Then, a target
deterministic policy is derived from these actions, supported by
the actor-critic architecture [22] with a replay buffer [24]. On
the other hand, on-policy methods iteratively derive the target
policy based on samples obtained from their own previous
actions and the update is carried out by solving the following
optimization problem:

Tit1 = Argmaz Z P, () Z w(als)A™ (s,a)  (3)

a

J(m) =Ern

st.  KL[m1(.|se), mi(.se)] < 0kr 4)

where A™i(s,a) is the advantage of performing action a
(sampled by old policy ;) at state s, pn,(s) represents
the frequency of visit of state s under policy m; and
KL[miy1(.|s¢), mi(.]s¢)] refers to Kullback-Leibler divergence
between new policy and old policy [25] and this value is
bounded by a target dx . Both on and off-policy gradient
algorithms do not consider safety, therefore our goal is to



complement these model-free learning algorithms with a Con-
trol Barrier Function (CBF) which guarantees safety during
exploration and exploitation.
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Fig. 2: Safety-based actor-critic learning architecture.

Figure [2] introduces the control plane architecture where
each LB agent is centrally configured by the controller. The
controller can periodically query the network state (i.e., tunnel
delays, OD traffic, MLU) at each LB and its control system is
composed by two main blocks that focus on policy optimiza-
tion and safety, respectively. The former block, which is based
on an actor-critic architecture [22]], learns the (unconstrained)
optimal policy. Accordingly, the value function and the policy
are approximated using two different neural networks, param-
eterized by ¢ and 6, respectively. Each learning parameter
is responsible for either maximizing the actor’s objective
function (i.e., J;*) or the critic’s loss function (i.e., £&). The
specific expressions for ij and /ch heavily depend on the
off/on policy reinforcement learning algorithms being used.
For instance, the explicit functions for DDPG (off-policy) and
PPO (on-policy) algorithms can be respectively found in [22]
and [26]. The details of the optimization procedure are shown
in Algorithm [T}

In order to enforce safe exploration during learning and safe
policy execution during testing, a safety block, based on a CBF
function [21]], is implemented on top of DRL algorithms.

B. Safe policy exploration and exploitation

The CBF function serves as a projector to convert the proto-
policy mg, which is the parameterized actor network from
which unsafe actions might cause congestion, into a safe policy
7CBF Tts main objective is to guarantee that the MLU p re-
mains below 1 (i.e., u(a“BF) < 1, Va“BF = 7OBF(|s)). As
illustrated by Figure[3] this projection maintains the safe policy
7¢BF as close as possible to the proto policy and keeps load
balancing system in safety condition. Safe policy projection

Algorithm 1 RL-based optimization algorithm

Initialize parameterized RL policy g,

Initialize value function parameter ¢o

Define episode length L.,s, batch size B, total episodes Neps
Initialize experience array D = {Q}

if episode k < Neps then
for time step t =1, ...,
Observe state s¢
Sample action a; ~ g, (.|s¢)
Perform local search algorithm

C

Leps do

Deploy action aSBF and obtain reward 7, next state s; 1
Store experience tuple < s¢, afBF St4+1,T¢ > in D
end
for batch sampling B experiences in D do
Perform gradient ascent on actor network
|B|

1
|B|argmaxz.,’7b (6x)

0k+1 <—
Perform gradient descent on critic network

|B|

1 .
Prt1 Eargipmm Z L5 (on)
ko b=0

end

end
return parameterized policy g, parameterized value function ¢

is performed at the centralized controller in both learning and
testing. Following the safe policy 7¢B¥, each CBF action is
determined according to the following optimization problem:

CBF CBF

a zargminHat —a9H1
tCBF
5.1. FeA )
M(GCBF) < 1

With respect to reward function design, we highlight that the
objective function of problem (P) is enough to minimize the
average tunnel delay in the network. However, as mentioned
in Section when only minimizing the average delay, the
system may induce large delays for a small number of tunnels
due to a high link utilization or congestion, i.e. packet drops to

XS QoS optimal region
& Safe region

[N\

Optimal policy
@ Proto policy
@ safe policy

Fig. 3: From proto-policy to safe policy with CBF.



further reduce the average delay. Therefore, in order to make
the DRL agent also aware of link utilization, we design our
reward function to be the weighted sum of the average delay
and the MLU (i.e., p1) as given by Equation [6]

_UzkeK di ¢ _

Te(st,at) =
where o € [0,1] emphasizes the importance of the average
tunnel delay over a low MLU. While this reward cannot
guarantee itself a hard safety, it guides RL agent in learning a
policy which is both QoS optimal and safe after convergence.
To ensure anytime and hard safety, we explain in the following
how we incorporate a CBF function on top of DRL algorithms
to constrain the exploration and exploitation so that the MLU
does not exceed 1 (i.e., u < 1).

CBF function. The CBF function, applied on top of DRL
algorithms, brings two main benefits. Firstly, it guarantees
that any action, which are stochastically sampled from the
parameterized actor network, will not cause a during both
exploration and exploitation. Secondly, it considerably con-
tributes to obtaining a better reward-per-learning-step as the
MLU is part of the reward. Indeed, by correcting bad” proto-
actions, which produce a high MLU and overloaded links,
the output safe action results in a better or at least equal
MLU compared to the initial proto-action. It leads to a fast
convergence towards an optimal safe policy. For the projection
of proto-actions into safe actions, we propose to use as a CBF
function the local search algorithm detailed in Algorithm

In principle, given a proto-action, the CBF stochastically
attempts to generates N safe actions within a neighborhood
of radius §;. The generation of actions is based on three
different policies where the information with regards to the
link utilization of each path p in the tunnel % is exploited:

e Naive policy: This policy randomly picks any tunnel
k € K. For each selected tunnel, a random value
€ ~ Uniform(0,d,) is added/subtracted to current split
ratios given by the proto-action on each path p € Py. In
particular, the traffic load on the highest utilization path p
of the selected tunnel k& will be reduced by an amount of
e.Tt’fp. This traffic amount will be equally distributed to
the remaining paths of the tunnel. In our scenario where
there are only 2 paths per tunnel, the reduced traffic on
the path with higher utilization will be directly transferred
to the path with lower utilization.

e DeltaUtil policy: This policy selectively focuses on tun-
nels where the difference between their highest path
utilization and lowest path utilization is greater than
a certain threshold. In our case, a threshold on the
difference of 50 % is chosen. Once this criteria is met,
a randomly generated value € ~ Uniform(0,ds) is used
to fine-tune split ratios in the proto-action, similarly to
the Naive policy.

e MaxUtil policy: This new policy inherits the principles
of the DeltalUtil policy policy, but it uses a different
criteria for selecting tunnels. Specifically, any tunnel k

Algorithm 2 CBF based on Local Search algorithm

Returned action from RL agent a**
Local search radius ds
CBEF solutions N
Local search policy 7®
Local search max iteration M
Feasible solution feas_sol = {}

if (af’) < 1 then
‘ aCBF — aé%L

BF

else
for m in M do
for n in N do
Randomly sample €,, ~ Uniform(0, 5_962
Stochastic action generation a$ 2% ~ 7CBF
Perform action update: oS 2" = al'f + ¢,

if 1(aSPF) < 1 then

| Append aSBF to feas_sol
end
end
end
if feas_sol # @ then
‘ a®BY = argmin ||a?BF—a§LH1
a?BFEfeas_sol
else
‘ a®BF = argmin  p{a’}
end
end
End

that has a path load utilization above a threshold of 100
% (e.g., Ip € Py | pp > 1, which is unsafe) will be
the target for proto-action modification. Once the set
of congested tunnels is determined, each random value
€r ~ Uniform(0,ds) will be used to adjust the initial
split-ratio of each selected tunnel %, which is primarily
decided by the proto-policy. As a consequence, an amount
of traffic e;.T}F, will be withdrawn from the path p of
tunnel k& with the highest path utilization, and added to
remaining paths.

After generating a large number of actions around a proto
action, a feasible action (i.e., MLU is below 100%) is selected
in such a way that its distance to the original proto action is
the smallest. The returned action is quasi-guaranteed to be safe
and helps learning safe policies. As local search policies are
heuristic, it may be that they cannot correct a proto-action for
which a safe action exists. In this case, the CBF action, which
returns the lowest MLU, will be selected.

Our local search algorithm is important in both training
and exploitation phases. In the training phase, it helps to
ensure that the network learns safe policies by eliminating
the possibility of taking actions that could cause safety issues
(i.e., violation of link capacity constraint). In the exploitation
phase, it helps to ensure that the network continues to operate
safely even under unseen network conditions.

V. RESULTS AND DISCUSSIONS

We now evaluate the performance of the DRL-CBF solution
on the SD-WAN scenario presented in Section



A. Network environment

Our simulations are carried out using Python’s Gym toolkit
[27], which is a well-known Application Programming Inter-
face (API) for interfacing between our (safe) learning algo-
rithms and our Python-based SD-WAN environment.

In order to demonstrate the stochastic traffic behavior at
each OD flows, we generate noisy sinusoidal traffic to model
diurnal variations, as shown by Figure §] The phase of each
OD flow is shifted to make incoming traffic to each site
somewhat variable and likely to cause congestion at bottleneck
links without appropriate load balancing.

Throughput (Mbps)
w

Time (s)

Fig. 4: Example of tunnels’ traffic over a window of 1000s.

We adopt a simple M/M/1 queuing model to compute the
delay on each link e and considers a propagation delay dpop-
The link delay d. is then derived as follows:

de = dprop + H (7)
In our scenario, each MPLS and Internet link has a fixed
capacity of ¢, = 6Mbps and c. = 15Mbps, respectively and
dprop rEpresents the propagation delay.

The delay on each path p of a tunnel k& (i.e. d’;) is then
calculated as the sum of the delay on the edge that is involved
in that path as follows:

&= 3 d (®)

e€p,pEPy

Furthermore, in order to emulate the behavior of TCP in
the considered network, we adopted a min-max fairness rate
allocation policy using a standard water-filling algorithm [28]].

B. Algorithms implementation

Relying on Stable-Baseline3 [29]], a well-known library of
RL algorithms, we have exploited two different types of RL
algorithms: off-policy with DDPG [30]) and on-policy with
PPO [26]). Given that they do not guarantee safety, we have
applied the CBF function based on local search algorithms
(Algorithm [2) on top of them.

We implemented the solution on a server composed by a
CPU Intel® Xeon® Platinum 8164 (104 logical cores and 1024
GB of RAM memory) and a GPU NVIDIA® Tesla V100 (5120
CUDA cores and 32 GB of DRAM), as shown in Figure [3}
As local search algorithms can be massively parallelized, we

GPU
(NVIDIA TESLA V100)

CPU
(Intel Xeon Platinum 8164)

GPU core

CPU core

Attached

Experience rollout

memory

Local Search Operation

A A
<8, AR >

Y \ 4

1 _Tuple experience w
S | gy PCle Bas > DRAM
memory <€

Safe action (CBF)
Training model

Fig. 5: System architecture with 1) network environment
running on CPU and 2) safe RL algorithms on GPU.

TABLE I: Simulation (hyper)parameters

Value

Simulation

Off-policy Algo
(DDPG)

On-Policy Algo

(Hyper) parameters (PPO)

Gradient clipping maximum
Clipping parameter €
Target KL divergence dx 1,
Delayed network update rate
Learning rate

Discounted factor ~y 0.7
Hidden layers 3
Dimension of hidden layer 512
Batch size | B| 256
Frequency of model updates (steps) 256
Episode length Leps (steps) 128
Max local search iteration (M) 20
Local search solutions (/N) 1.000
Local search radius (0s) 0.3
Reward parameter o 0.8
Training steps 1.000.000

implemented them with CUDA libraries so that they fully ben-
efit from all GPU cores available. Therefore, model training
and intensive local search algorithms are fully performed at
GPU side. Once a safe policy is found, it is transferred to the
CPU, where our SD-WAN environment is located, to perform
a rollout step. The resulted tuple experiences are then moved
back to GPU for further model training.

Table [I| enumerates the list of parameters that we applied.
To stabilize the training process in DDPG, delayed network
updates have been used so that the target actor/critic networks
are updated less frequently than the main actor/critic by a
factor of 0.05. The clipped version of PPO [26] has been
used with a clipping parameter ¢ = 0.2 and a target KL
divergence set at 6k = 0.03. To avoid destructively large
weight updates, the gradient is also clipped at 0.5. Besides, a
fully connected neural network with 3 layers of 512 neurons is
used to approximate policy and value functions. With regards
to local search algorithms, we take the best solution out of
N « M = 20.000 points generated around each unsafe action
returned by the DRL agent in a radius of J; = 0.3. Finally,
our models are updated after each rollout of 256 steps, which
is equivalent to 2 episodes, and the learning process is studied
in £, = 1.000.000 training steps.
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learning phase.

and traffic acceptance rate at

To obtain an optimal solution as benchmark, the following
constraints (Cy)) are added to Problem [P]so that the link delay
is computed according to M/M/1 queuing model. The resulting
Non Linear Problem (NLP) is solved by the SCIP [14] solver.
Note that this constraint plays an important role for our
benchmark but, in practice, it is not explicitly known because
performance might not follow the M/M/1 model.
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C. Obtained results

On baseline without safety. Figure [6a] compares the aver-
age training reward during each episode for DDPG and PPO,
respectively. This figure highlights that PPO typically achieves
better rewards than DDPG. Besides, the DDPG agent tends to
be trapped into local optimum policies, which can lead to sub-
optimal performance. In terms of safety, Figure [6b| illustrates
the percentage of the total traffic that is accepted due link
capacity constraints. Both algorithms encourage policy explo-
ration at early stages in training, which accidentally causes
link congestion and traffic rejection. A severe unsafe attempt
of policy exploration for DDPG can be observed at episode
6000. However, even if it helps learning better policies, unsafe
exploratory actions should be avoided in production systems,
especially for on-policy algorithms where the model is updated
and applied after a smaller number of episodes.

In order to compare performance during testing, our learning
models using DDPG and PPO algorithms are selected after
the last episode training. At this point, training models are
well aware of delay and MLU minimization in the objective
function. Therefore, traffic rejection due to link capacity
violation is unlikely to happen. To define a testing scenario, we
generated 100 traffic samples for each OD tunnel following the
traffic pattern presented in Figure |4} As illustrated in Figures
and [7d] delay and MLU of learning-without-safety models
are compared to the optimal NLP solution obtained with
SCIP. They reveal that near-optimal delays are obtained using
conventional DDPG and PPO learning algorithms. Besides,
the MLU during testing is safely kept below 1, resulting in
no traffic rejection. Furthermore, network delay is better for

PPO compared to DDPG since the local optimum trap is not
observed during training.

With safety. When the safety CBF layers are applied
on top of current off/on policy learning algorithms, testing
performance results are depicted in Figures and
respectively. With respect to safety, off-policy learning using
DDPG, Figures [7b] and [7¢] demonstrate that the DDPG-CBF
agent does not handle delay well, especially when the total
traffic demand is high. In particular, many high delay peaks
are observed during testing phase regardless CBF policies,
although safety is always respected (MLU belows 1). PPO-
CBEF significantly improves network delay and better controls
the MLU in testing phase as illustrated by Figures [7c] and
Furthermore, no capacity violations happen during learning as
indicated by Figure [8c| These results suggest that, with safety,
on-policy learning outperforms off-policy learning as near-
optimal performance is obtained and hard safety requirements
are met.

In addition, Figure [8c| also shows the training performance
for the three CBF functions we implemented. As we can see,
traffic acceptance during learning is significantly improved
compared to the case without CBF, as illustrated in Figure
Moreover, the MaxUtil policy outperforms Naive and
DeltaUtil policies in achieving no traffic rejection during
learning. Indeed, this policy directly targets tunnels that make
the network congested. With respect to testing performance,
Figure and [7f] show that all three CBF functions
nearly get the same performance and that PPO-CBF performs
much better than DDPG-CBF. Indeed, no delay spikes and
smoother performance are observed for PPO-CBF.

To shed the light on the convergence of training rewards
with and without CBF functions, Figure [8a] and [8b] compare
the episodic training rewards of DDPG-CBF and PPO-CBF,
respectively. These figures reveal that on-policy learning is
faster and stable compared to off-policy learning. Although
DDPG-CBF achieves a better reward than its non-safe version,
its training curve is slightly unstable compared to the training
curves of PPO-CBF. As a result, combining safe learning with
this off-policy approach is more challenging.

Figure demonstrates the benefits of our hardware ar-
chitecture illustrated on Figure [5] for training acceleration.
We compare the average, real execution time required to
successfully perform one iteration of Algorithm [Ii which
includes local search algorithm and model update, with and
without (i.e. CPU) using the GPU. It can be observed that the
GPU implementation significantly speeds up calculation and
training time. In particular, a feasible (safe) action is found
in less than 0.1(s) when using GPU, compared to more than
11(s) using CPU. This significant time saving favors the usage
of our methods in practice, since the model can also be updated
every 256 steps in roughly 25.6 seconds, rather than 2816
seconds using only CPU. As a result, our model can be fully
trained in one day using 1.000.000 training steps instead of
134 days when using the CPU. This time acceleration has a
significant impact on the possibility to deploy our solution
in practice. Indeed, since network measurements (e.g., delay,
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traffic, loss, etc.) can be collected every 1s, on-policy leaning
models can be updated every 256s in 25s, which is reasonable.

VI. CONCLUSION

We presented a novel approach combining the Deep Re-
inforcement Learning (DRL) and a Control Barrier Function
(CBF) to guarantee safe exploration and exploitation in the
context of Software Defined-Wide Area Network (SD-WAN).
Tackling a typical load balancing problem where latency needs
to be optimized while meeting safety requirements in terms of
capacity constraints, our DRL-CBF approach is able to achieve
near-optimal performance with safe exploration and exploita-
tion. Furthermore, we show that on-policy optimization based
on PPO achieves better performance than off-policy learning
with DDPG. We implemented all the algorithms on GPU to

accelerate training by approximately 110x times and achieve
model updates for on-policy methods within a few seconds,
making the full solution practical.

Future works along these lines include the integration with
a network simulator and a testbed for a more realistic perfor-
mance evaluation. We also plan to address more challenging
environments where, for instance, QoE needs to be optimized
and other constraints need to be handled.
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