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ABSTRACT
To improve bandwidth utilization, flow aggregates are typically split
over multiple paths. This demonstration shows that load balancing
can be enhanced by exploiting traffic predictions. We present a
Model Predictive Control (MPC) based load balancing framework
that optimizes the maximum link utilization to proactively mitigate
congestion.
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1 INTRODUCTION
Load balancing aims at distributing large flow aggregates across
multiple available paths [2]. The amount of traffic assigned to each
path is determined by a split ratio that may vary over time accord-
ing to traffic variations. Ideally, the split ratios should follow the
demand. However, in practice, re-configurations can only be real-
ized at a slow pace, and they must be modified incrementally to
avoid degrading the QoS of ongoing flows. Consequently, the pre-
diction of future traffic may help in smoothly updating split ratios
to follow the evolution of traffic. Along these lines, we propose to
demonstrate that Model Predictive Control (MPC) can be applied
to UCMP load balancing in centralized TE architectures, and it
outperforms greedy updates of split ratios (not using predictions)
and the legacy approaches ECMP.

The prediction of future traffic can be done using historical data.
Its accuracy, nevertheless, depends on the prediction horizon, the
traffic pattern, and the algorithm design. One way to tackle predic-
tion errors in MPC is assigning discount factors to further predic-
tions, thus reducing their impacts on the load-balancing decision.
Besides the prediction horizon, the control horizon, determining
how frequently we change the split ratio, can also impact the load
balancing performance. In this demo, we investigate the impact
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of the prediction horizon, the control horizon, and the types of
discount to load balancing.

2 MPC FRAMEWORK
We consider a centralized TE controller that can modify split ratios
periodically or when congestion happens. The controller has several
origin-destination (OD) tunnels to manage, each one consisting in
an aggregate of many micro-flows. At each optimization step, new
target split ratios are computed based on traffic predictions and
distributed to edge devices. New micro-flows arriving at ingress
devices are placed on the candidate paths such that the difference
between the actual and the target split ratios is minimized.

Problem Formulation. Given a network with a set of nodes
𝑉 and a set of links 𝐴, let 𝐾 be the set of tunnels and T the set of
time-slots in the prediction horizon. For each 𝑘 ∈ 𝐾 and 𝑡 ∈ T, let
𝑑𝑘 (𝑡) be the prediction of the traffic demand at each time-slot and
let P𝑘 be the set of pre-calculated paths associated with tunnel 𝑘 .
Let 𝑥𝑘𝑝 ∈ R |𝐾 |× |P𝑘 |

+ be split ratio of traffic on path 𝑝 ∈ P𝑘 for tunnel

𝑘 ∈ 𝐾 and 𝑤𝑡 ∈ R+ the discount factor. Let 𝑥𝑡𝑚𝑎𝑥 ∈ R |𝐾 |× |P𝑘 |
+

be the Maximum Link Utilization (MLU) at time-slot 𝑡 ∈ T. The
prediction-based load balancing can be found solving the following
linear program:

min
∑
𝑡 ∈T

𝑤𝑡𝑥𝑡𝑚𝑎𝑥

s.t.
∑
𝑝∈P𝑘

𝑥𝑘𝑝 = 1, ∀𝑘 ∈ 𝐾, (1)∑
𝑘∈𝐾

𝑑𝑘 (𝑡)
∑

𝑝∈P𝑘 ,𝑒∈𝑝
𝑥𝑘𝑝 ≤ 𝑥𝑡𝑚𝑎𝑥𝐶𝑒 , ∀𝑡 ∈ T, 𝑒 ∈ 𝐴, (2)

𝑥𝑘𝑝 ≥ 0, ∀𝑘 ∈ 𝐾, 𝑝 ∈ P𝑘 .

Constraints (1) ensure that for each tunnel, all traffic is split on
the associated paths and Constraints (2) permit to compute the
maximum link utilization for each time-slot. Additional constraints
can also be added to enforce smooth variations of split ratios over
time.

Trafficpredictions.We consider an ideal predictor and a Kalman
Filter predictor. For the ideal predictor, we assume the predictor
knows traffic demand in advance. The Kalman Filter predictor
makes predictions based on historical data, and its accuracy de-
pends on the prediction horizon.

3 DEMONSTRATION
We use NS3 simulator [3] with Open Flow 1.3 module [1]. Applica-
tions in NS3 are generating the traffic pattern following the traffic of
Tencent’s video streams. The transport layer is TCP. The microflow
inter-arrival time varies to generate diurnal pattern traffic. As Fig. 2
shows, the topology is an SD-WAN network where 3 branches are
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Figure 1: Total traffic over time. QoS factors over time for ECMP, UCMP without prediction and MPC-based UCMP.

connected to a headquarter site using both MPLS and broadband
Internet. In this particular scenario, when split ratios are updated

Figure 2: SD-WAN network scenario.

every 50s and the prediction horizon is 50s, the average MLU for
ECMP, UCMP without predictions, UCMP with ideal predictions,
and our MPC-based UCMP are 0.54, 0.54, 0.43, 0.44, respectively
(MLU is between 0 and 1, the lower the better).

Fig. 1 shows the diurnal evolution over time of the total traffic
(sum of the throughput for all traffic aggregates). It also shows the
evolution of QoS factors such as the Maximum Link Utilization
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Figure 3: End-to-end delay at network layer.

Pred. Horiz. 50s 100s 300s
MLU [0,1] 0.787 0.721 0.721

Discount None T − 𝑡 𝑒𝑥𝑝−0.1𝑡

Ideal 0.792 0.787 0.799
Kalman 0.82 0.786 0.773

Table 1: 95 percentiles MLU for 1) different prediction hori-
zons and 2) different discount types (none, linear, exponen-
tial) for Ideal and Kalman predictors.

(MLU) and the end-to-end delay at both network (packet level) and
application layers (socket level). Fig. 3 shows the end-to-end net-
work delay over time. We can observe that the MPC solution avoids
delay spikes and manages to proactively mitigate the congestion. It
outperforms ECMP and the myopic UCMP. In another animation
(in the video), we also show the evolution of the traffic for each
tunnel and of the split ratios for all load balancing solutions.

4 PARAMETER TUNING
Table 1 shows different simulation results varying the length of
the prediction horizon and using different discount types (linear,
exponential). We can observe that the prediction horizon should be
larger than the control horizon but not too much. We also observe
that the exponential discount factor helps mitigating prediction
errors. Jointly with the demonstration, we will present more nu-
merical results.

The video is available here: https://tinyurl.com/y9tjqfwu
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