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Abstract

Cooperative ITS systems are expected to improve tadiic safety and efficiency, and provide infotaient services on the
move, through the dynamic exchange of messagesebptwehicles, and between vehicles and infrastreatodes. The
complexity of cooperative ITS systems and the metation between its components requires theirnsite testing before
deployment. The lack of simulation platforms capatd test, with high modelling accuracy, coopemtiVS systems and
applications in large scale scenarios triggeredrtimementation of the EU-funded iTETRIS simulatgatform. iTETRIS is a
unique open source simulation platform charactdrizg a modular architecture that allows integratiwg widely adopted
traffic and wireless simulators, while supportirge timplementation of cooperative ITS applicationsai language-agnostic
fashion. This paper presents in detail the iTETRI8ukation platform, and describes its architectilsgndard compliant
implementation, operation and new functionaliti€mnally, the paper demonstrates iTETRIS large scaleperative ITS
evaluation capabilities through the implementataord evaluation of cooperative traffic congestionedgon and bus lane
management applications. The detailed descriptishimplemented examples provide valuable infornmatia how to use and

exploit iITETRIS simulation potential.
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1. Introduction

Road mobility significantly contributes to the sdgie economy and welfare. However, the increaseumber of vehicles and
the higher mobility frequency are creating new jeois and challenges that need to be addressedtioeea safe, sustainable
and efficient road mobility. To address these @mjkes, numerous Intelligent Transportation Syst@if8)! solutions have
been developed and deployed over the past yeaysuideo cameras, road sensors, etc). However,| ramtizve safety and

dynamic traffic management technologies are neeltethis context, a major technological breakthiowgll be cooperative

L A list of the most significant abbreviations usedhe paper can be found in Appendix A.



ITS systems. Cooperative ITS systems will provide npportunities for more intelligent Smart Mobilisgrvices through the
ubiquitous and continuous exchange of informatietwieen vehicles (Vehicle-to-Vehicle, V2V), and beén vehicles and road
infrastructure nodes (Vehicle-to-Infrastructure IVd'he exchange of information such as the vekigiesition and speed will
allow detecting potential road dangers and traffimgestions with sufficient time to react and avdiém. In addition,
cooperative ITS communications will offer new medos the provision of Future Internet services aad transport.
Cooperative ITS systems are being fostered by iatenmal standardization efforts at the 5.8-5.9 Gidnd: ETSI Technical
Committee on ITS (ITS G5 [1]), IEEE 802.11p and WAYED9 standards, and ISO TC204 WG16 (also refeoed ICALM).
Despite the importance of 5.8-5.9 GHz standardsgrbgeneous communications and networking solutexyoiting the
capabilities of cellular, WiMAX and DVB technologiesill also have a major impact on the provisioncobperative ITS
services. Authorities, automotive and telecommuivoa sectors have also recognized internatiorthllyindustrial strategic
importance of cooperative ITS systems giving riséhe establishment of initiatives such as the iMyld~orum, IntelliDrive or
the past Car-2-Car Communications Consortium (C2C-CC).

The complex, large scale and highly dynamic natfreooperative ITS systems introduces significanallenges before
efficient and reliable solutions and applicatiorem doe deployed. The existence of adequate expemtiwn facilities is
therefore needed, and will provide significant oppoities for a more effective and efficient des@tooperative ITS systems.
Field Operational Tests (FOTs) have recently detnatesi the effectiveness and potential of cooperdflS systems under
small scale scenarios in localized areas and widtdaced number of vehicles. However, the possilidi test large scale traffic
experimentation scenarios (e.g. at city level amdng) extended time periods) is crucial for theleation of cooperative traffic
management solutions and other info-mobility anfdtainment services. In this context, simulationl$orepresent the most
adequate and viable alternative. Simulating codperdTS systems requires the capability to modsthigular mobility and
wireless communications, in addition to implememd &xecute novel cooperative ITS applications. &lee currently various
platforms for modelling vehicular traffic and wiesls communications, but the study of cooperativ® $Jstems requires
modelling the interaction between them. In thistesn this paper presents iTETRIS, a unique standardpliant and open
source simulation platform developed under the geao FP7 Program (iTETRIS: an Integrated WirelessTanaffic Platform
for Real-Time Road Traffic Management Solutions, :Hfitg-itetris.eu/) for investigating cooperativEéS systems and services.
iITETRIS integrates and extends SUMO and ns-3, twaelyi referenced open source platforms for vehicuatability and
wireless communications simulations, and allowsithelementation of cooperative ITS applicationsvarious programming
languages. Its open source nature and modulartectinie facilitate the future expansion of thefplah. The platform is also
capable to simulate large scale scenarios, whiphesents a very appealing feature for the invetitigeof cooperative ITS
systems. To demonstrate iTETRIS’ capabilities, taegp will also present two cooperative ITS traffianagement applications
developed during the project, and implemented awletl using the iTETRIS platform. The analyzed apfibns will
demonstrate the potential of cooperative ITS systeamd the value of the ITETRIS platform not only fbe research
community, but also for road operators and publitherities that need to efficiently design, plassess and optimize
cooperative ITS applications before their deploytnémerested readers can download the iTETRIS’ a®gode by accessing
the iTETRIS’ community webpage: http://www.ict-itisteu/10-10-10-community/.

The paper is organised as follows. Section 2 repb# state of the art on cooperative ITS simulat®ection 3 briefly describes
ns-3 and SUMO. Section 4 outlines the ETSI Architex for ITS Communications used as reference fer ifETRIS
implementation. Section 5 presents the overall IRESTmodular architecture and simulation approactgreds Section 6 and 7
describe the extensions realized over ns-3 and SitiMi@eet the iITETRIS requirements. Section 8 specifie functionalities
of the iTETRIS’ central control entity: the iCS (iTRTS Control System). Section 9 highlights iTETRIS’ adees in the



simulation of cooperative ITS systems. Finally, t8ec 10 demonstrates the capability of iTETRIS t@lement and evaluate

cooperative ITS traffic management applications, &action 11 draws the main conclusions derivegh fiftis work.

2. State of the art

An adequate modelling of cooperative ITS systemguires the interaction between vehicular mobilityd awireless
communications simulation processes. This is tise tecause a vehicle might change its route asuét of the reception of a
wireless message, and such reception highly depemdise positions of the vehicle sender and recefeveral studies have
developed integrated simulation platforms with viagydegrees of integration and modelling accur&oyr. example, MoVES
[2] presents a framework for parallel and distrdzlisimulations based on a modular and layered tiogl@f both vehicular
and wireless scenarios integrated with mobile apfibns. AutoMesh [3] includes a set of modulesrespnting driving
behaviour and radio propagation, and connects theancontrol loop able to reproduce their mutuéluience. By using three-
dimensional maps and digital elevation modelss iable to reproduce realistic radio propagatioeatsf in urban areas. The
VANET simulator [4] models the transmission andem@@on of messages and the vehicles’ GPS positiolates as a series of
discrete events. These events are tied by mutletiaieships ensuring the generation of new evepnuheir continuous
execution. The GrooveSim tool [5] is a mobility asmmmunications simulator tailored to assess thfopeance of geographic
routing in vehicular networks. GrooveSim includesious modular mobility, trip, communications, anaffic density models,
and presents interesting features like visual akiof driving logs. In addition, it supports “hydir simulations integrating
vehicular communications systems deployed in tre@ veorld and simulated vehicles. MoVES, AutoMeshANET and
GrooveSim developed ad-hoc implementations of es®land/or mobility models. However, such implerigotis might need
more validations before their trustfulness can dlenawledged. In fact, as works such as [6] ancc[&Im, they lack extensive
use and testing compared to realistic models gtatbrand validated in dedicated open source projats exploiting the
contribution of thousands of users. In this contéx¢ importance of realistically emulating vehaumobility is discussed in
[8], where the authors demonstrate that using urate mobility models results in overestimating pleeformance of wireless
communications protocols. Similar conclusions werend in [9] where the importance of properly mdidel the radio channel
effects is analyzed. Trying to improve realism anddelling accuracy to enable a correct study ofpeoative ITS systems,
some works propose to embed vehicular mobility nwodgo validated network simulators. For exampl€)] embeds into
SWANS the Street Random Waypoint (STRAW) tool, whishable to parse real street map data and modepleam
intersection management using traffic lights amadfitr signs. SWANS is a scalable and efficient raxtnsimulator built on top
of the JiST (Java in Simulaton Time) platforimtp:/fist.ece.cornell.edi/ Similarly to [10], [11] presents a collection of
SWANS modules, called ASH (Application-aware SWAN@&th Highway mobility), to model customizable higayw
topologies, car following and lane changing modaks,well as inter-vehicle Geocast data dissemingti@tocols allowing
simulations of cooperative ITS applications. Usagimilar approach, the network simulator NCTUnsiporates from its
version 5.0 the support for road network constamctand microscopic vehicle mobility models in ahtigoupling with its
wireless simulation [7]. Also, [12] extends the nm®urce ns-3 network simulator (http://www.nsnagf)owith a set of classes
to realistically emulate the behaviour of vehictagr highway scenarios including lane changing eadfollowing models.
The resulting ns-3 objects are fully configurabhel @ive users the possibility to implement eventdiers to generate network
messages, or alter vehicles’ mobility upon wirelemseptions or vehicles’ position updates. A fastdback loop between
wireless communications and vehicular mobility medallows these schemes to mutually interact id-tiese. However,
embedded integrated solutions require users anelafears to have a complete knowledge of the networkilator platforms,

and can result in certain difficulties to evolveithcode or replace certain modules. A differetégnation approach is the direct



coupling of separated traffic and wireless simolatiplatforms. This approach was adopted in [13JngiIsSCORSIM
(http://mctrans.ce.ufl.edu/featured/tsis/version&gom.htm) and QualNet (http://www.scalable-
networks.com/products/qualnet/), and in [14] usii§SIM (http://www.vissim.de/) and ns-2 (http://wwigi.edu/nsnam/ns/).
ns-2 is the precursor open source tool to ns-3tlaadks to its acceptance in the research commiinitgludes a large number
of modelling components. However, QualNet, CORSIM ¥iff8iSIM are commercial platforms that, althoughweirsy higher
modelling accuracy, provide less freedom or evanmromise the possibility to integrate new coopeeallTS features over the
solutions presented in [13] and [14]. In this cantd&raNS (http://Ica.epfl.ch/projects/trans) whs first attempt combining two
independent open source traffic and wireless sitmtdanamely SUMO (http://sumo.sf.net/) and ns-&].[More recently, the
fully open source approach of TraNS was also adbptethe Veins Simulator [16] that combines the CBEIN+ network
simulator (http://www.omnetpp.org/) with SUMO. Tdlow the interaction, communication modules ar@l@mented over
both the interconnected platforms, and a managéy ésn created in OMNET++ to send commands to SUM@. to impose a
given driving behaviour to a vehicle after a wisdemessage reception) and receive updates fromgt few vehicles’
positions) at regular time steps. The Online VelaiciNetwork Integrated Simulation (OVNIS) platforfh7] is the most
recently issued platform among those reportedigrébview. It presents the combination of SUMO aseB, and the inclusion
of an ns-3 module implementing user-defined codperdTS applications. In the OVNIS platform, nss3extended to be a
“traffic aware network manager” not only able tongiate wireless transmission between vehicles daugrto the positions
retrieved by SUMO, but also control the whole siatioin process during its execution as well as #iative interactions
between the connected blocks. TraNS, Veins and @Vplesent very interesting approaches but sharenanegligible
limitation: by assigning the simulation control éomanager entity that is included in one of thepbedi simulators, the
capability for evolution of the resulting platforicannot be totally ensured. In fact, if the simulabmplementing the
management and controlling tasks gets obsoletagefimcement in favour of a newer simulator woutd dhallenging. In
addition, all the tools require cooperative ITS laggtion developers to integrate their applicatiam® the existing simulation
platforms, which requires becoming familiar witheth. This increases the time for development, aedefbre reduces the
usability of the platform for cooperative ITS amaliion developers and testers. In this contextTRES moves a step beyond
the current state of the art through an interacbetween open source reference simulators thatdiependent from their
respective implementations. As a result, it oftsetter evolution perspectives, and facilitatespgbeential substitution of one of
its interconnected simulation platforms. In additid allows for a language-agnostic implementatm testing of cooperative
ITS applications through the inclusion of a novehiral and interfacing entity. Finally, a key fa&wf iTETRIS with respect to
other cooperative ITS simulation platforms is tlitais standard compliant with the ETSI Technical Quittee on ITS

Communications architecture [18].

3. ITETRIS’ reference simulators

iTETRIS was created with the purpose to build orstaxj open source simulators, and avoid their tigkggration. Such
integration could hinder the evolution and useT&TRIS taking into account the required multidisitipty approach to design
and deploy future cooperative ITS systems. As altiesommercial wireless and traffic simulation tidams were discarded,

and an in-depth analysis of the available opencsoplatforms was then realized.
3.1. Wireless simulation

To simulate wireless communications, the iTETRISsootium analyzed the ns-2, ns-3 and OMNeT++ wireksulators. The
three platforms include a high number of commuincatibraries, and are widely used by the wirelessmimunications and

networking communities. Key factors for selectihg {TETRIS wireless platform were the available camivation modules,



the platform’s stability and the community activelgveloping new functionalities, and what provedbéothe most demanding
requirement, the platform’s scalability under larggale simulation scenarios. A lower physical layavdelling accuracy
provides OMNET++ more scalability compared to naf#l ns-3. However, when the modelling of the plafsiayer in
OMNeT++ is improved, its computation time and regdimemory resources considerably increase [19.CHpability of ns-2
and ns-3 to support large scale simulations was toenpared in [20]. The conducted study showednb& had strong RAM
memory requirements, and was not able to handlalatrans with over 8000 nodes. On the other hase3 mas capable to
simulate scenarios with up to 20000 nodes at tlse @long simulation times. However, the authalsntified mechanisms to
significantly reduce the simulation time by optimg and simplifying the channel and interferencedeiling without
compromising the accuracy of the simulation resutisthis context, iTETRIS finally adopted ns-3 &s wireless reference
simulator. ns-3 is a discrete event-driven commatioos network simulator that provides its code arithe GNU General
Public License (GPL). Compared to its predecesse, ms-3 presents a more modular architecture,edlsas multi-channel
and multi-technology support. In addition, ns-3 basen fully developed in C++ making use of prograngrsolutions such as
smart pointers, templates and object factorieshigitly ease the creation of new modules. Netwartities are represented in
ns-3 asNodes Nodes can include multiple applications, commatid protocols and technologies. In fact, in n@bgects (or
modules) are incrementally aggregated to a nodé¢hitncontext, ns-Lhannelsare classes defined to represent the effects
generated by the (wired or wireless) communicatibesveen nodes. Channels are linked to classesd ddi¢Devices
modelling the Physical and Data Link layers of siiecommunication technologies installed on a nodlee Network and
Transport layers are modelled in ns-3 through thelementation of the IP communication stack. Moszpweveral classes
implementing applications such BacketSinkPing, or UDPClient/Serveare available. Specifidelperclasses are provided by
ns-3 to create nodes, include over the nodes tipeireel communication modules, interlink nodes tigltolcommunication
channels, and assign the addresses related togtadléd NetDevices at MAC (Medium Access Contraill dNetwork level.
Helpers are also used to easily create simulatenagios in the form of C++ programs to be compf{ledtead of TCL scripts

as in the case of ns-2).
3.2. Traffic simulation

In terms of open source traffic simulators, the TRES consortium analysed the VanetMobiSim (httprataeurecom.fr/) and
SUMO platforms. VanetMobiSim was developed as d tooretrieve vehicular mobility patterns (featuginmicroscopic
mobility modelling and real world road topologids)study cooperative vehicular communications atekpense of its traffic
modelling accuracy. On the other hand, SUMO walb@ed as a tool for the evaluation of pure tragfigineering solutions at
large scale, and therefore offers a more complete accurate solution than VanetMobiSim. SUMO waantiselected as
iTETRIS’ reference vehicular mobility simulator. SWUMs a microscopic, space-continuous and time-giscsimulator. Like
ns-3, its code is publicly available under the GMBPL license. By only using standard C++ librarigspriovides high
portability to different Windows and Linux platfoemnSUMO is also highly interoperable with extersabporting applications
thanks to the adoption of XML data in many of itsrponents. SUMO simulations are punglicroscopidn the sense that each
vehicle is modelled explicitly and individually, thi a dedicated characterization in terms of magbitiynamics and route
through the road network. SUMO supports the définibf differentVehicle Typesharacterized by distinct values of maximum
speed, acceleration and length (among others)akitten between vehicles is modelled based onkiteul car-following
model [21]. The road network is represented adeirgads (edges), lanes and road intersectionslaftee can be modelled to
represent different transit rules (e.g. traffichlig) or direction-based priority). The ability to mage road networks with more
than 10000 edges with relatively fast executioreirmakes SUMO suitable for large scale simulatid®F Besides the traffic

simulator itself, SUMO includes a number of additbtools and applications. For example, SUMO idekia graphical user



interface to visualize road traffic mobility. Othterols allow generating synthetic road networks @atfic flows, or importing
real road network representations from differentrses and convert them into formats reusable in 8UM addition, SUMO
can enrich the road network characterization byirapddditional infrastructure information such as Istops or inductive loop
sensors. An important feature of SUMO is that liwas external applications to connect to the sitaulghrough the use of an
API called TraCl (Traffic Control Interface) that ied on a socket connection [23]. TraCl allows exkmpplications to
retrieve or modify values characterizing SUMO olge@.g. vehicles’ speed). SUMO outputs can beectdtl in variable time
intervals as aggregated measurements per-vehéeie,dr road. All outputs are written into XML-tyfiikes, and can also be

retrieved on-line through the TraCl interface.

4. ETSIITS communications architecture

To increase its impact and maximize its usabilifETRIS was designed to be aligned and complianh witernational
standards. In particular, iTETRIS has been designede compliant with ETSI's ITS architecture fortdligent Transport
Systems Communications (ITSC) [18]. The ITSC definesr fmain communication sub-systems for the exenuti®
cooperative ITS applications. Rersonal ITS sub-systeis a handheld communications device (e.g. a sinantg). ACentral

ITS sub-systeris a Traffic Management Center (TMC) responsibletfar centralized control of the road traffic. Irder to
disseminate road traffic information to vehiclescollect floating car data, @entral ITS sub-systegan be connected to an
802.11p or ITS G5-basdrioadside ITS sub-systdaiso referred to as Roadside Unit or RSU) or oitiifeastructure nodes (e.g.
cellular, WIMAX or DVB base stations). Finally,\éehicle ITS sub-systeisa connected vehicle capable to communicate with
other vehicles and the infrastructure nodes, aedwr cooperative ITS applications.
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Fig. 1. ETSI ITS Architecture for Intelligent Transportss§ms Communications (ITSC).

The ITSC communication sub-systems implement thhitecture illustrated in Fig. 1. Cooperative ITS kgagions can be
supported by various radio access technologies. [EE#E 802.11p standard was specifically developearable reliable
communications between vehicles and with RSUs, asdbleen adapted at European level through the HESG5 standard
[1]. Although 802.11p or ITS G5 are expected to the dominant communications technology for coopezalTS
communications and applications, other technologmsdd also support certain cooperative ITS applics. As a result, the
Access Technologidayer includes a variety of communications techgi@s enabling short range, broadcast and celtypee-
communications. Th@ransport & Networklayer includes two different protocol stacks. TBeoNetworking or Car-to-Car
(C2C) stack implements specific addressing schemasrogting and transport protocols based on ITS B IP Stack
contains pre-existing TCP/UDP transport and IP neking protocols. TheFacilities layer includes a set of common



functionalities and data structures to support eoaijive ITS applications and communications. Thay be classified into
Application Supportinformation Supporand Communication Suppofacilities. An important Facility is the Local Dgmic
Map (LDM), which stores and manages the dynamiormétion characterizing the local neighbourhood ekhicle or RSU.
This information can be collected through receigedperative messages or on-board sensors. Thenation stored in the
LDM can be used by the cooperative IABplicationsthat exploit the underlying functionalities to pite road safety, traffic
management and infotainment services. The verfidahagementlayer is responsible for monitoring and management
functionalities. For example, it coordinates thessrlayer exchange of information, and determihesdptimal mapping of
cooperative ITS applications onto the availabledgatadio access technologies, transport and n&twootocols. Finally, the
Security layer provides security services for the completenmunications stack in order to prevent exterritéchis,

guaranteeing the user’s privacy, and ensuring seson trustworthy exchange of information.

5. iTETRIS architecture
5.1. Platform architecture

iITETRIS supports the simulation of cooperative ITlecations running on TMCs, individual connectedietes or RSUSs.
iITETRIS does not model the communications backbimkénlg the TMC to communications infrastructure snis a result, the
iTETRIS representation of a TMC is only concernedwiite execution of cooperative ITS applicationsl daes not require its
modelling either in SUMO or ns-3. On the other havehicles and RSUs wirelessly exchange informatiith other nodes,
and therefore need to be represented in ns-3. Mshice also represented in SUMO to simulate theipility. To handle the
representation of a node over different platforfMETRIS implements a new central block referredséCGS ((iTETRIS Control
Systeq The iCS handles SUMO and ns-3 interaction, initamdto preparing, triggering, coordinating andntrolling the
execution of iTETRIS simulations. The resulting iTR&$ architecture is represented in Fig. 2 that ateps the real world
aspects to be modelled and simulated over thendistiocks of the platform. Cooperative ITS appl@as running on vehicles,
RSUs or TMCs are implemented in external blocks refeto asTETRIS ApplicationgiAPPsin Fig. 2). SUMO models and
simulates transportation aspects like vehicles’ ifitpkat microscopic level, road intersections s#rpolicies, pollutant and
noise emissions produced by the vehicles, as vgethair fuel consumption. It also supports detailegresentations of real
world large scale traffic scenarios in terms ofdragetworks, traffic demands and traffic lights mgeraent. ns-3 supports
accurate and realistic modelling and simulationwafeless transmissions for cooperative ITS systém$eterogeneous
communications scenarios. As discussed in the seotions, ns-3 includes suitable models to emuleteradio propagation
effects and to reproduce functionalities and proi®tor every layer of the communications protastaick. An important feature
is the fact that ITETRIS is aligned with the ETSBIT architecture (white blocks in Fig. 2). As a resug-3 implements models
for all the communications-related ITSC layers; aneption is made for the security layer that is imotuded in the initial
iTETRIS release, but could be easily integrated. i®® provides some supporting functionalities foe tooperative ITS
applications implemented on the iIAPP. Consequetitl/jmplementation of the ITSC Facilities has bgglit between ns-3 and
iCS. In particular, the Facilities more closely tethto cooperative ITS applications (and thereloyiring a higher interaction
with the iAPP) are implemented on the id6§ Facilitiesin Fig. 2), while those needed to support commatioo sessions
have been implemented in nsf&43 Facilitiesin Fig. 2). This implementation approach resuitshiat the iCS and ns-3 do not
have to call from an external block the Facilitteeded for their internal operations, which siguaifitly reduces the exchange
of messages between ns-3 and the iCS, the requireduting resources, and the simulation time.
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Fig. 2.iTETRIS architecture.

For each tested cooperative ITS application, omlg anplementation instance (IAPP) has to be presesifETRIS. This
instance is shared by all the nodes running théicapion. The modular architecture depicted in Agermits that cooperative
ITS applications can be defined and implementeal language-agnostic fashion, while ns-3 and SUM®beaseparately and
independently extended with new features. All meduhteract through the iCS central unit througltao$ implemented open
interfaces linking the iCS with the other iTETRIS Idirig blocks. This approach increases modularityd allows easily
updating or replacing any of the iTETRIS moduleshwitt interfering with the others (in case of replaent, only the open
interfaces will need to be re-programmed). iTETRififaces its blocks simply through IP-based sacKetthis context, the
iCS can communicate with the other blocks by justc#ping on which IP address and port the SUMO3resd iAPP blocks
have to listen to. A “client/server” associationadopted with the iCS always acting as controller. fhis purpose, the iCS
implements three internal components that handée dbmmunications with the rest of the ITETRIS blockse Traffic
Simulator Communicatorthe Wireless Simulator Communicataand theApplication Manager(Fig. 2). Through dedicated
client entities implemented in these components, i@S triggers actions to be executed in the otheckb, and actively
requests the resulting outcomes. On the other hsadier entities implemented in the other iTETRIScks reactively
accomplish the tasks requested by the iCS. Consgl¢hiat the iCS is basically implemented as a coeftrothe adopted
client/server approach allows focusing on the desifja highly efficient protocol for the interaatidbetween the iCS and the
other blocks. In fact, this is done independenthnf any overlying interfacing architecture, andréfiere prevents to obey to

architectural specifications, which might resulcomplex implementations.



5.2, iTETRIS simulation process

The execution of iTETRIS simulations is controllgdtbe iCS. First, the iCS sets up the simulation mvhent by initialising
the various iTETRIS configurable objects. A hieracah XML configuration file structure is adoptedigF3a) to improve the
readability of the simulation configuration, andifaate the customization of the various iTETRI®dKs. In this context, the
master configuration file defines general paranseseich as the duration (in seconds) of the waritedlated time period, the
penetration rate of vehicles equipped with eachukitad radio access technologies, and the socketaddresses and port
numbers needed to communicate the iCS with ns-3, Sldkl the iIAPP. The master configuration file atstudes the path to
the files used to configure ns3, SUMO and the iARRen iTETRIS is started, SUMO and ns-3 are laundhethe iCS with
their executables registered in the system in s¢pdnreads so that, from that point on, they earive commands. At the same
time, the iCS allocates dedicated execution thré&adsach of the simulated cooperative ITS apploati(iAPPs), and reads the
configuration file needed to create the iCS FaeBitiSUMO and ns-3 configuration files are then teggrepare the traffic and
wireless environments (e.g. road map, vehiculdfi¢rlows, type and communications parametershaf simulated wireless
technologies, etc.). Interested readers can fiedraplete description of how to write iTETRIS configtion files, as well as
build and simulate cooperative ITS applicationsrottee iTETRIS platform on the “iTETRIS Building, Infitgtion and
Configuration Guidelines” available at the iTETRISraunity webpage: http://www.ict-itetris.eu/10-10-¢0mmunity/.

iTETRIS
Master
Config File

4. 1.
Next Time Step

Running ns-3
Preparation

iAPP ns-3 Facilities
Config Config Config \ 3
File File File | . .
3 Running 2.
/ \ ! Running SUMO
|
i
AN AN i
Stations LDM Map |/
Config Config Config
File File File
a) b)

Fig. 3. ITETRIS’ configuration files hierarchy (a) anchrtime loop iteration (b).

iTETRIS simulations consist of subsequent iteratioha loop (Fig. 3b) in which ns-3, SUMO and théPi?s are sequentially
triggered by the iCS to execute their tasks. Thaukitad time period specified in the master configion file is divided into
simulation time steps of one sec@nBor each simulation time step, the different iRES blocks simulate all the application,
traffic or wireless communications events schedfbedhe corresponding time step. The entry painthie run-time loop is the
simulation of the transmission of wireless messagers-3. The application’s payload for these mgssas created and stored
in the iCS. When the iCS schedules message trariengsa ns-3, a reference to these payloads iegassns-3. Once ns-3 has
simulated all the events scheduled for the cutiere step, the iCS retrieves the simulation resastfists of successful wireless
transmissions (i.e. messages that have been dgrreceived by their recipient nodes). The iCS dantmatch the received
messages with the previously stored payloads, addta specific communications-related iCS Facilifeg. LDM database)
which can then be accessed and used by the apptisamnplemented in the iAPPs. In the followinggetaf the run-time loop,

2iTETRIS has been initially developed to evaluaieperative ITS traffic management applications unage scale scenarios. A one second-
simulation time step is sufficient for a compreheasand accurate evaluation of traffic managemenplieations. However, the iCS can be
modified to accommodate for smaller simulation tisteps if required to evaluate other types of coaipe ITS applications.



SUMO is triggered to simulate all the traffic matyilevents corresponding to the established sirmriaime step. As required
by the iCS’ Traffic Simulator Communicator, SUMO pites as outcome the updated position and speedtioé avehicles,
along with the position and speed of vehicles émjethe simulated scenario in the current time.skep these new vehicles, the
iCS establishes whether they are equipped with engtommunications technology following the pen@ratates identified in
the master configuration file. If a vehicle is qoued with a communications technology, it can them cooperative ITS
applications, and a structure for this vehiclerisated at the iCS in order to link its SUMO and nefresentations. Upon
retrieving the SUMO simulation outcomes, the iCSaipd the mobility-related iCS Facilities to store tfiformation related to
active or new vehicles that could be used by th#iegtions implemented in the iAPPs. The iCS pasken the simulation
token to the iAPP block. iAPP is asked by the iC®phcation Manager to “subscribe” to the SUMO argd3nsimulation
results that are needed for the execution of ppdiaation implemented in it. Based on these supsonis, the iCS forwards the
needed information to the iIAPP. After executing éipplications implemented in the iAPPs during theesponding simulation
time step, the iCS retrieves the iAPPs’ results ithatirn may generate new actions to be executed 84JMO or ns-3 (e.g. the
transmission of a new wireless message or thacnafouting of a vehicle). The last stage of the-time loop is devoted to
prepare the execution of the next time step in.ngJarticular, the iICS’ Wireless Simulator Comriuator schedules the
transmission of new messages, commands ns-3 tdeuitaposition of nodes based on SUMO’s outcomued,instructs ns-3
to create the new connected vehicles that havesptsted the simulation scenario. Then, the iCStgsdthe time step counter,
and checks whether its value is equal to the pusljoconfigured simulated time period’s duratiohthis is the case, the
simulation is ended; otherwise a new iteration lé@performed. To end a simulation, the iCS cleanghe objects in the
memory, closes logging files (if they were definestjuts down the connection with ns-3, SUMO andAlRPs, and eliminates

the threads in which they were executed.

6. IiTETRIS ns-3 implementation

The transmission of wireless messages between iTETRIdes has been implemented in ns-3 following ETEISC
architecture. Fig. 4 illustrates the implementeeBmaodules, and the interaction between ns-3 aad@B using the iTETRIS

iNClI interface.

iNCI Client iCS
iNCI Client Buffer
I
Socket Connection
T
iNCI Server iNCI Server Buffer ns-3
. Node Manager Packet Manager
iNCI \ ger | | ger |
[
iTETRIS ns-3 IP CIU -
iTETRIS Facilties ‘ ‘ Faciliies ‘ ‘ MW Facilties
Management Layer - =
Service Addressing Message
| | | Management Support Management
iTETRIS Applications
MW Communication ns-3 Facilities
Channel Selector [
C2C stack IP stack
Transport & Network
Local Communication |
Channel Selector
ITS G5A WIMAX UMTS DVB-H
Access Technologies

Fig. 4.iTETRIS ns-3 implementation and iNCl interface.
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6.1. INCI interface

Differently from SUMO, the default version of ngd8es not provide interfaces for the interactiorhveikternal modules. Since
such interaction is necessary between ns-3 andC8e theiTETRIS Network simulator Control InterfagdNCI) has been
created. The bidirectional exchange of informati@tween ns-3 and the iCS is carried out by meampsimitives between an
iCS client (NCI Clienf) implemented in the Wireless Simulator Communicatod an ns-3 server entitiNCI Serve}. Client
and Server communicate using IP sockets and implemdfers to optimize the communications betweg3rand the iCS. The

iNCI Server consists of two main entities: thede Manageand thePacket Manager.
6.1.1. INCI Node Manager

The Node Manager implements specific primitives @ilbow the iCS to dynamically create new ns-3 noagiled update their
position and speed at each simulation time stepdéfged in Section 3.1., the modularity of ns-3rdf the possibility to
incrementally aggregate modules to a node. Follguliis approach, iITETRIS defin€@mmunications Moduless sets of ns-3
classes modelling components of the various ITS@rfayand that can be separately installed on a®n@deinstall specific
communications modules, iTETRIS defines dedic&ethmunications Module Installer@/hen a Node Manager’s primitive to
create new ns-3 nodes is called, these instaltggregate communications modules on the nodes dogoral the instructions
defined by the user in the ns-3 configuration flurrently, it is possible to create three typesi®f3 nodes with iTETRIS:
vehicles,Communications Infrastructure Unit€IUs) andMiddleware (MW) nodes. Vehicles can be equipped with more than
one radio access technology, and can transmit westhgr the C2C or IP stacks. As a result, variouarnanication module
installers are required to create a vehicle in @@ configure its communications capabilitiesatidition, installers are also
needed to integrate into vehicles the ns-3 Fadliind the Management layer functionalities. Clieri® ITS G5 RSUs and
other communications infrastructure nodes such M3 8} WiMAX or DVB base stations. RSUs only communécasing ITS
G5 and the C2C statkin this context, creating a RSU in ns-3 only reesiiinstallers for ITS G5, the C2C stack and ns-3
Facilities. On the contrary, UMTS, WiIMAX or DVB bastations can only communicate over the IP staskaAesult, creating
these nodes in ns-3 only requires installers ferabrresponding radio interface, IP stack, and sszog ns-3 Facilities. The
MW node is an entity defined by iTETRIS to assig fiMC in the centralized selection of the most appate CIU to
disseminate traffic information over a geographteafjet area. MW nodes are virtually tied to both TMC and the controlled
ClUs through a backbone network. Since ITETRIS fosusewireless communications between vehicles bahdeen vehicles
and infrastructure nodes, backbone networks aremuatelled, and MW nodes only require the instditerthe needed ns-3

Facilities and Management layers in order to be &dbbkelect the most appropriate CIU to run a caper ITS application.
6.1.2. INCI Packet Manager

The Packet Manager offers primitives for the iC&dtivate and deactivate in ns-3 the simulation e$sage transmissions, and
to retrieve information about correctly receivedssages. Some of these primitives are listed in€Tablthe primitives are
labelled following the type of transmission usedpform a given cooperative service. For exampteperative Awareness
Message (CAM) transmissions are used by vehiclesR®Us to periodically broadcast information abdngirt status (e.g.
speed and position) to neighbouring nodes, perfagnm this way the Cooperative Awareness Basic Serdifined in the
ETSI standard [24]. Similarly, geobroadcast traissions can be used to perform the Decentralizedt&@naental Notification

3 For example, the ITS G5 communications moduleuities all the ns-3 classes used by the simulatorodel the operation of the ITS G5
access technology. Similarly, communications magléde the components of the ITSC Transport & Nekaayer (namely C2C and IP stacks)
are defined, and so on.

4 Although ITS G5 RSUs could also communicate usireglP stack, the current iTETRIS platform only siolers the C2C stack in a RSU. The
extension to enable IP communications over an IBRSU could be easily done.
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Basic Service through which vehicles and RSUs dissamiDecentralized Environmental Notification Megsa(DENMS) in
their neighbourhood [24]. As illustrated in Tabletie Packet Manager uses each primitive to comeatmiwith specific nodes
that have to activate or deactivate the transmissibservice messages in ns-3. For exampGIIVATE_CAM_TXON and
DEACTIVATE_CAM_TXON are used to start and stop the periodic transomissi CAM messagésEach of the primitives in Table

1 is defined through a different set of parametglg)se meaning is described in Table 2.

Table 1

iINCI Packet Manager primitives.

Primitive Description Parameters

Requests ns-3 to activate the transmission of CAd8sages on a given nodeNodeld, PayloadLength,

ACTIVATE_CAM_TXON (Vehicle or RSU). TransmissionFrequency

Requests ns-3 to deactivate the transmission of GAddsages on a given

node (Vehicle or RSU). Nodeld

DEACTIVATE_CAM_TXON
Nodeld, PayloadLength,

Requests ns-3 to activate the transmission of DEMN&ssages on a givenDestination,

node (Vehicle or RSU) and on a geographic destinatrea. TransmissionFrequency,
MsgRegenerationTime

ACTIVATE_DENM_TXON

Requests ns-3 to deactivate the transmission of \DEMNssages on a given

node (Vehicle or RSU). Nodeld

DEACTIVATE_DENM_TXON
Nodeld, Serviceld,
TransmissionFrequency,

aDestination, PayloadLength,
MsgRegenerationTime,
MsgLifetime, NumHops

Nodeld, Serviceld,
TransmissionFrequency,
Destination, PayloadLength,
MsgRegenerationTime,
MsgLifetime

Requests ns-3 to activate the topobroadcast trasgmiof a message on

ACTIVATE_TOPO_TXON given node (Vehicle or RSU).

Requests ns-3 to activate the geobroadcast trasismisf a message on a

ACTIVATE_GEQ_BROAD_TXON given node (Vehicle or RSU).

Requests ns-3 to activate (on a vehicle or RSUjrtiresmission of a messag
based on the ID of the destination. This primitte@ be used to activate eithe
unicast or broadcast transmissions (in the latsecthe destination ID is a

ACTIVATE_ID_BASED_TXON broadcast constant). If the sender is a vehiclet@adlestination is the TMC,
the transmission can be executed over one of tHfereft radio access
technologies and communications stack the vehsoégjuipped with according
to a given communication profile suggested by #&feH.

odeld, Serviceld, Comm Profile,
ListOfTechnologies
TransmissionFrequency,
PayloadLength, Destination,
MsgRegenerationTime,
MsgLifetime

Requests ns-3 to activate on a CIU the transmissfianmessage based on thélodeld, Serviceld,

ID of the destination. This primitive can be used activate IP unicast, TransmissionFrequency,
broadcast or multicast transmissions (in case afadwast or multicast PayloadLength, Destination,
transmissions, the destination ID is a broadcasticast constant). MsgRegenerationTime

ACTIVATE_IPCIU_TXON

Nodeld, Serviceld, Comm Profle,
ListOfTechnologies,
TransmissionFrequency,
PayloadLength, Destination,
MsgRegenerationTime,
MsgLifetime

Requests ns-3 to activate the transmission of #icadion message to a
geographical area using the MW node. The seledfahe most appropriate

ACTIVATE_MW_TXON CIU to transmit the message will be requested ke MW node to the
Management Layer according to a given communicatiafile suggested by
the iAPP.

GET_RECEIVED_PACKETS Requests ns-3 to return the messages receivedibgranode. Nodeld

The value of the primitives’ parameters can beatliyedefined by the active cooperative ITS applmas implemented in the

iIAPPs. The iCS introduces these values into theesponding primitives when the execution of a serwiessage transmission

® This example shows how iTETRIS has optimized tieraction between the iCS and ns-3 in order tagedhe number of messages to be
exchanged between the two blocks. In particula @ly needs to trigger ns-3 twice to handle t@dmission of periodic messages (e.g.
CAMs), once to start the transmission and anofhe to stop it. This significantly reduces the exehe of messages between the iCS and ns-3
compared to the case in which iCS had to trigge3 testransmit every single CAM message.
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in ns-3 is triggered. When a primitive is calldue Packet Manager identifies the ns-3 node thatraihsmit the corresponding
messages, and calls the necessary functions afasities level to generate the messages todvesmnitted. After generating
and simulating the transmission of these messages, indicates to the iCS which nodes correctly iveckthem. For this
purpose, the iCS calls the Packet Manager’s primi@MD_GET_RECEIVED_PACKETS whose implementation works with
classes callethciPacketListghat are attached to every ns-3 node and aretadezbp trace of all the receivéttiPackets An
InciPacket is a structure that includes the infdromaneeded by the iCS to match ns-3 representatibtransmitted messages
with its internal iCS message representations. ttiqudar, each InciPacket includes the followindpitmation: 1) the identifier
of the message’s sender, 2) the associated sédeingfier, 3) the simulation time step at whicle tinessage is transmitted, and
4) the sequence number of the message in a siowltihe stef Upon request from the iCS, the Packet Manageievess
from a given node all the InciPackets that areestan its InciPacketList.

Table 2
Parameters of the INCI Packet Manager primitives.

Parameter Description

ServicelD Identifier of the cooperative ITS service

Nodeld Identifier of the node over which the cooperatiV8 kervice has to be activated or deactivated
PayloadLength Size of the service message to be activated

TransmissionFrequency ~ Transmission frequency of the service message &ztheated

MsgRegenerationTime ~ Time period over which the service message to bestéed has to be periodically retransmitted

MsgLifetime Time during which the service message to be aetivative to be considered valid by recipient nodes
Destination of the service message to be activdtedn be a geographical circular destination aveare a message
Destination has to be disseminate®iQTIVATE_GEO_BROAD_TXON, ACTIVATE_MW_TXON), or the identifier of a specific destination
node ACTIVATE_ID_BASED_TXON, ACTIVATE_IPCIU_TXON)
NumHops Maximum allowed number of hops the service messagkowed to be forward
ListOfTechnologies Set of suitable radio access technologies (ITSUBATS, etc) that can be used to execute a cooperHily service
CommProfile Communication profile suggested by the iAPP forabeperative ITS service

6.2. ns-3 Facilities

On each ns-3 node, its Facilities generate the agessto be transmitted, and implement the functiegsired to forward these
messages to the lower layers of the communicapoot®col stack. The ns-3 Facilities are also resjida to forward received
simulated messages to the iINCI Packet Manager,adha iCS can retrieve the required informationuattbese messages as
previously explained. To generate and receive servimessages at Facilities level, iTETRIS defines tie3
iITETRISApplicationswhich are conceptually similar to other ns-3 agions (e.g. Ping or UDPClient/Server) used toegate
communications traffic. The iTETRISApplication igparent class for a number of specific applicatismsh as those handling
CAM and DENM services or those supporting IP-basadices. Another interesting example of iTETRISApation is the
DTNITETRISApplicatiomwhich controls the transmission of messages fatigwhe guidelines established in the Delay-toleran
Networking (DTN) architecture (http://tools.ietfgghtml/draft-irtf-dtnrg-arch-08) When a node is created in ns-3, specific

® This information is needed by the iCS to distisjuamong various messages associated to the savize send transmitted by the same
sender in the same simulation time step.

"DTN protocols are used to cope with the absengadit connectivity in environments with sparse pree of nodes. These protocols allow
routing and forwarding messages after being locstiyed and carried on a given node. In the iTETRIN extension, the DTN stack is
designed as a message overlay in which a commosagesieader format and common mechanisms for hgrttie DTN message forwarding
are defined. These mechanisms are implementedeiDTNITETRISApplication to control the transmissiof messages at each hop using
information from lower layers (e.g. the networkgigorhood), and allow replication-based dissenomati
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iITETRISApplications supporting distinct services anstalled on it according to the instructions sfied in the ns-3
configuration file (vehicles and RSUs have the CAM &ENM services installed by default). These smwiare locally stored
on every node in &erviceListand are associated to a strigviceld. Using these identifiers, the iCS can call and etesc
when required, the correct iTETRISApplication torstae transmission of specific service messages.

Besides the iTETRISApplication classes, the implemt#n of the ns-3 Facilities layer on a given nseBle requires distinct
additional classes depending on the type of nadpaitticular, vehicles and RSUs use fRETRISns3Facilitieslass, the rest of
ClUs (UMTS, WIMAX and DVB base stations) tHECIUFacilities class, and MW nodes thdWFacilities class (Fig. 4).
When the iNCI Packet Manager wants to trigger thecation of one of the iTETRISApplications installed a node, it calls
specific functions provided by the above mentionse8 Facilities classes. For example, the iTETRISasBities class includes
functions to activate or deactivate the periodimsmission of CAM messages, or to activate trangmnisover the C2C or IP
stacks. By calling these functions, many of thepaaters indicated in the Packet Manager primitffeble 2) are reused. If the
ListOfTechnologies parameter defines more than one candidate radesadechnology, then one of them has to be sdléate
execute the service following the specificatioraagivenCommProfile suggested by the iAPP. In the current ITETRIS ssea
this situation can only occur in the iTETRISns3Rtes class when a vehicle equipped with multipldio access technologies
wants communicate with the TMC (in response to ttimifive ACTIVATE_ID_BASED_TXON defined in Table 1), or in the
MWEFacilities class when the TMC wants to dissemirateaffic message over a target area and can iffeeedt types of
communications infrastructure nodes to do ABT(VATE_MW_TXON primitive in Table 1). In both cases, the selattiall be

performed by calling functions of the iTETRIS ns-ZuhMgement layer that are described in the nexbsect

Request for message transmission (ServicelD, NodelD, destination, Tr issionFreq y, PayloadSize, etc. ) iNCI
J. 1
Y "
1) Request for the suitable radio access § 2)ﬁR?quﬁ;:)tlopcgp(\{;ezr(t:g:gs:;css
0 H ilit: lestination .
technolo?y (only for vehicles and MW nodes) |TETRISns3If§q|I|t|esI . Addressing
|PC|UFa(?I!I'!:IeS/ P Support
Selected radio access MWFacilities Converted IP or C2C Address
technology
3) Request to configure the service ServicelD
; with transmission parameters (IP/C2C
v Address, T issionFrequency, PayloadSi:
etc. )
. . 4) Get iTETRISApplication identified b
Communication ' ) SenviaD ’
scrllannel Service Management
electors Identified iTETRISApplication
Y
5) Request to activate the
transmission of the configured service Service List
4
Message Management
Management Layer Facilities Layer
T
V 6) Start service messages’
transmission Transport & Network Layer

Fig. 5.iTETRIS ns-3 Facilities architecture.

Once the adequate radio access technology has de¢erted, iTETRISns3Facilities, IPCIUFacilities andVMacilities use
additional ns-3 Facilities classes to generateséneice messages. In particular, &ddressingSupparServiceManagememind
MessageManagementasses are defined. Fig. 5 illustrates some efftimctions provided by these classes and how ghey
sequentially called when a service message isaetivat Facilities level. As it can be seen, oritéha communications
parameters have been set on the iTETRISApplicatlentified byServicelD, the MessageManagement class can finally activate

its transmissions. From this point on, the call@&TIRISApplication starts to autonomously generateragic or periodic

14



service messages as requested by the simulatectrediop ITS application. At this stage, the actiVE TRISApplication
generates all the information needed for the IraiBes, and associates it to each of the transmitessages. When a message
is received at a node’s ns-3 Facilities layer, diotve iTETRISApplication extracts from it the Ineieket information, and
forwards it to the InciPacketList by the means aftiacks. Using this information, the iCS can tréoi reception of messages

previously scheduled for transmission in ns-3.
6.3. Management layer

The Management layer is a vertical cross-layer aomept of an ITS station that can coordinate theaijmn of the Access
Technologies, Transport & Network, Facilities angphication layers. The iTETRIS ns-3 Management lafgauses on
communications management issues, and is in cledrgglecting the most suitable combination of raatioess technology and
communication protocols (in the following refertredCommunication Channelr Communication Profilas defined by ETSI in
[24]) to operate each cooperative ITS applicatidhis selection should be taken dynamically basedtten application
requirements and the current status of the availeddio access technologies. In iTETRIS, the seleaan be local or global.
A local communication channel selection is adopigdehicles equipped with several radio accesst@olgies. On the other
hand, a global communication channel selectioretesasary for the TMC to select the most suitable Bldisseminate traffic
messages over a target area. For this purpose RIEETses the previously defined MW node. The curfEBTRIS release
partially simplifies the communication channel sélen process to facilitate the execution of lasgale simulations. However,
since iTETRIS is open source, interested readersl éoyplement more advanced selection algorithmghéncurrent iTETRIS
release, the iTETRISns3Facilities class callsltbeal CommChSelectarlass implemented in the Management layer tozeali
the local selection on vehicles (Fig. 5). To do #® list of suitable radio access technologigstQfTechnologies) and the
suggested Communication ProfileofnmProfile) are passed to the LocalCommChSelector. Based ocothmunication profile,
the message to be transmitted is mapped into af &&tneric Profilesthat represent different requirements of coopesdflS
applications. Each of these profiles is then asgedito one or more suitable radio access techiesl@gcording to the rules
defined in the communication channel selector. Ghedlist of suitable radio access technologiesh®sEn established for the
identified profile, the selector compares it wikte ListOfTechnologies parameter received from the Facilities layerhért checks
whether one of the suitable radio access techregogi present on the vehicle and can actually kd by it. To do so, the
VehicleStaMgntlass, available at every vehicle, is used. Thisscreturns the RSUs and ClUs that currently offelior
coverage to the vehicle. The first radio accessrelogy that is found suitable based on the infdionaretrieved from
VehicleStaMgnt is selected to transmit the messagsmilar approach is used for the global commatian channel selection
on MW nodes. In this case, the MWFacilities claaéscthe MWCommChSelector class (Fig. 5) to whichGbemProfile and
ListOfTechnologies parameters are passed in addition to the geog@ptoordinates of the target area where the TMCisvian
disseminate a given messa@estination). Using this information, together with the knodde of the position of the deployed
ClUs and the number of vehicles they serve (thisrmhtion can be retrieved from specitUMngt classes), the selector can
decide which is the most suitable CIU to dissemirmtgiven message. In the current iTETRIS release,fitet access
technology in théistOfTechnologies that offers coverage to a satisfactory numberetiicies is selected to transmit the message.

6.4. Transport & Network layer

iITETRIS enriches the official ns-3 release by impeting a C2C stack based on ETSI ITSC’'s GeoNetwgrkitack. The
ITSC’'s GeoNetworking stack offers the transport aetivorking capabilities needed in vehicular envinents using ETSI's
ITS G5 radio access technology. In this cont&dpnetworkingor Georoutingrefers to a communications paradigm in which

the messages are forwarded through relaying nb@esite selected based on their geographical posFour basic georouting
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transmission modesSgounicast, Geobroadcast, Topobroadcastl Geoanycagtare implemented in iTETRIS following the
specifications of the ETSI standard [25].

C2CSocket Facilities Layer

C2CTransportProtocol
Request for next -
forwarder selection for
message to be y
transmitted Selected next forwarder
+ extended header Transport Layer
Received message G :
" eoRoutingProtocol . Extended message B
discarded due to errors s Locally delivered transmitted to the r?ext Beaconlng Protocol
received message forwarder
[ Selected next forwarder
R » : for received message v
equest for nex to be further forwarded -
forwarder selection for - Location Table
received message
C2CL3Protocol

Network Layer

C2Clnterface

Access Technologies Layer

Fig. 6.iTETRIS C2C stack architecture.

iTETRIS C2C stack (Fig. 6) is similar in structure apkration to the existing ns-3 IPv4 and IPv6 staekcept for the use of
specific C2CAddresseg¢based on the nodes’ ID and geographic positiowl) the existence of2Clinterfacesto ITSC lower
layers.C2CSocketsmplement an asynchronous socket API system emaltie iTETRISApplications to bind and listen to
specific port numbers for the transmission andp#ee of messages. Ti@2CTransportProtocotlass’ implementation follows
the lightness requirements imposed by vehiculairenments to transport layer functionaliti€2CL3Protocolis responsible
for the routing of transmitted and received messageording to the established georouting transomgnode. As a result, it
exploits the functionalities offered by tl&eoRoutingProtocotlass, which defines the core algorithms of thevalmentioned
basic georouting transmission modes. In additiba,Beaconing Protocolnd theLocation Table two important supporting
functionalities for georouting transmissions [2&ie implemented. The Beaconing Protocol is usedllwehicles and RSUs to
periodically broadcast beacon messages to notély frosition and speed to the neighbouring nodls. Docation Table is a
dynamic database where vehicles and RSUs storai@chate the position and speed information recefuaah neighbouring
nodes.

When a message to be transmitted is generated byTBmMRISApplication on a given node, it is sent thet
C2CTransportProtocol through the C2CSockstshown in Fig. 6, the C2CTransportProtocol requibstsseoRoutingProtocol
to select the next forwarder of the message. GeafgRrotocol identifies the next forwarder by analgzthe C2C address of
the message’s final destination, which varies atiogrto the requested georouting transmission mdtie. C2C address
specifies a circular destination area for the geaticast and geoanycast transmission modes, a nushbesps for the
topobroadcast transmission mode, and a geouniddstss (represented as a combination of the IDyangraphical position of
the destination node) for the geounicast transorissiode. While identifying the next forwarder, 8eoRoutingProtocol also
extends the transmitted message by adding a trasiemimode-specific network header [25]. Once thd forwarder has been
identified, the extended message is passed dowhet@€2CL3Protocol, which in turn delivers the messtgthe node’s lower
layers over a C2Clinterface connecting the C2C stathe attached Access Technologies. When the C2Ct@iaeceives a

message from the lower layers, it calls GeoRoutiogieol. GeoRoutingProtocol analyzes the informatiociuded in the
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message’s network header, and decides whethecadiylaleliver the message to the upper layershéfreceiving node is the
message’s destination node), forward it (if theendog node is not the message’s destination namtefliscard it in case of
errors. Although iTETRIS only implements the fousigageorouting transmission modes as defined ih fafure deployments
could require the coexistence and cooperation \wdraé georouting protocols. To account for thisgioisity, iTETRIS’ C2C
stack proposes an implementation supporting afisbuting protocols over the C2CListRouting classctEaf these routing
protocols can be installed on ns-3 nodes, and bigreesd a given priority. When needed during a sathoih, these routing
protocols are sequentially called to identify tlextforwarder of a message; the final routing deniss taken according to the
protocols’ priority. In iTETRIS, GeoRoutingProtocal installed by default with the lowest priority @ehicles and RSUs. By
modifying the ns-3 configuration file, advanced grding protocols with higher priorities could béded and used.

6.5. Access technologies

As shown in Fig. 4, iTETRIS has implemented in n&@r different radio access technologies to offehederogeneous
communications and networking environment to suppaoperative ITS applications. In particular, iTRHS implements in ns-
3 the vehicular ETSI ITS G5A standard [1] , theldal UMTS technology [26], the WIMAX (or IEEE 806 [27])
technology, and the DVB-H broadcasting system [Ech of these technologies is implemented usinggandent ns-3
NetDevices. To achieve a satisfactory tradeoff betwthe computational cost of conducting largeessahulations and the
modelling accuracy, different modelling decisionsrevtaken. iTETRIS has accurately modelled the rpdipagation effects
using validated propagation models. Moreover, IETRIS the effect of the probabilistic nature of mgiropagation is
modelled by implementing the Packet Error Rate (PE&jormance as a function of the experienced Sigmalloise and
Interference Ratio (SINR). It is important to nottt iTETRIS is not a simulator designed to investéigand optimize the
performance of UMTS, WIMAX or DVB-H, but rather amailator designed to exploit their transmission atzfities to
efficiently support the deployment of cooperativES| applications. As a result, most of the networknagement and
transmission control functionalities that are pafrthe UMTS, WIMAX and DVB-H standards have beempgiified without
negatively influencing the simulation results orEMRIS’s validity to investigate cooperative ITS commitations and
applications in large scale scenarios. It is watitessing that none of the iITETRIS implementatiohshe described radio
access technologies corresponds to pre-existingiteedh the form they are distributed in ns-3 o2neleases. Even if in some
cases the iTETRIS radio access technologies havelheék on top of existing ns-3 or ns-2 implemeitas, they have always
required modifications and extensions. In somes#sey were needed to adapt to the new ETSI ITS@latds (e.g. ETSI ITS
G5 built on the top of the ns-3 WiFi models), whike other cases certain wireless control and managé functionalities

unnecessary for the evaluation of cooperative Igj8ieations were simplified (e.g. in the case of T&and WiMAX).
6.5.1. ETSI ITS G5A

The ETSI ITS G5 standard is an evolution of theBED2.11a standard including communication funsti@yuired to operate in
rapidly varying vehicular environments and exchanggssages with short connection establishment slefes/a result, ITS G5
stations do not need to perform procedures sudtaming, association and authentication befosbksiiing communications
with other nodes. ITS G5 distinguishes differengéraion modes for various types of cooperative dpflications and frequency
bands. However, iTETRIS only implements the ITS GBAde which will be used for road safety and traffianagement

applications. The ITS 5GA operation mode uses am¢lsbandwidth of 10 MHz instead of the 20 MHz eoypld by the IEEE

802.11a standard. This is done to combat the sywbol interference caused by multipath propagatitects. In fact, the time
guard interval at 10 MHz bandwidth is longer, asdherefore more capable to overcome the worst @elsg spread resulting

from multipath propagation in vehicular environngerfhe use of a 10 MHz channel bandwidth resulteanall 802.11a OFDM
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timing parameters are doubled, and consequentthaltiata rates are halved, leading to transmissi®s ranging from 3 to 27
Mbps. The 30 MHz bandwidth (5875-5905 MHz) assigteethe ITS G5A mode is divided into 3 sub-chanmél$0 MHz, one
devoted to operate as control channel (G5CC) andtttes two as service channels (G5SCs). VehicleR@81ds broadcast their
presence over the G5CC using CAMs and beacon messelgiés they announce available services that camtploited on
G5SC1 or G5SC2.

NetDevice Router ITS G5A

i s Sy
I I ITS G5A
| | ITS G5A C_:CH ITS G5A §CH Switching
! NetDevice NetDevice !
} } Manager
S | |

Control Service

Channel Channel

Fig. 7. Implementation of ITETRIS’s ITS G5A communicatiomedule.

iTETRIS realized a new implementation of the ITS G&#lio access technology by modifying and extendirgexisting ns-3
WiFi models with a set of new functions and modulBise resulting TS G5A Communications Modutkepicted in Fig. 7
includes all the needed communications functiogsiired to operate in vehicular environments follogvthe specifications of
the standard [1]. The capability stated by [1] itaudtaneously receive over the control channel anel of the service channels
is realized by installing two ITS G5A NetDevices vehicles and RSUs: one NetDevices always opematethe control
channel, while the other one switches among thesewice channels (G5SC1 and G5SC2). The ITS G5P&étes required
changes in the existent ns-3 WiFi PHY and MAC layerglementation in order to allow the 10 MHz chanp@ndwidth. To
direct messages coming from upper layers to theesponding ITS G5A channel,NetDevice Routehas been implemented.
The default ns-3 WiFi module was unable to perfatrannel switching. This capability has been theroduced in ITETRIS
through the implementation of dhS G5A Switching Managefhe switching manager allows the cancellatiospsasion and
resumption of pending message transmissions thae véocked before switching channels. The iTETRISS IG5A
implementation also provides the possibility foe tipper or management layers to control the trasssan parameters on a per-
message basis. This is done by defining a set-8fgacket tags which can specify the channel, ingssgon power and data rate

parameters to be used for transmitting each message
6.5.2. WIMAX

The ns-3 WIMAX module of iTETRIS is built from arxisting ns-3 implementation developed by INRIA [28)nicast and
broadcast data transmission functionalities haes laecurately modelled in iTETRIS. On the other hamel implementation of
network management functionalities has been simaglifThis has been done since these functionalitiesnore related to the
actual management of WiMAX networks than the us@/@¥iIAX transmission capabilities to assist in theure deployment of
cooperative ITS applications. Their detailed impdeation is therefore not required for iTETRIS pwga In addition, such a
detailed implementation and modelling can signifita increase the simulation time, which would hdieited iTETRIS
capability to conduct large scale investigationsthis context, channel scanning, synchronizatmwl, the process that WiMAX
mobile stations periodically perform to get coneelcto a fixed WiIMAX base station are emulated iBTRIS by consulting an
Infrastructure Location Magontaining the position of fixed stations. A sianilapproach has been followed for the dynamic
adaptation of the mobile stations’ modulation, cgdand transmission power. For this purposeAdaptive Modulation &
Coding (AMC) Maphas been defined to assist in the decision proddss dynamic parameters are selected based on the

distance between mobile stations and the fixedoststo which they are attached, and on the cunaaib channel conditions.
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Finally, iTETRIS also include€ommand Managergattached to each WiMAX node) to simulate the dfan of control
information between mobile and base stations fonagament and maintenance of the WiMAX network. Asesult, the
registration and connection establishment processegperformed through the exchange of primitieesl there is no need to

simulate the transmission of any control message
6.5.3. UMTS

The implementation of UMTS in iTETRIS has followedsiailar process to that adopted for WiMAX, i.e. gtart from an
existing UMTS implementation, accurately implemehbse aspects that would influence the outcome TETRIS
investigations, and simplify those that are molateel to the management of UMTS networks and netee for iTETRIS
purposes. iTETRIS UMTS implementation is built frahe UMTS module developed at the University of titlyde, and
originally implemented in ns-2 (http://nsnam.isuétsnam/index.php/Contributed_Code). As in the oalgimplementation,
two NetDevices are implemented, one for the UE (UWBguipment, which in TETRIS corresponds to an UMfsipped
vehicle) and another one for UMTS base stationsdeN8). To reduce the complexity of the original coumications
architecture implementation, the ITETRIS UMTS Nod&lBtDevice acquires the necessary intelligencefanctionalities of
the RNC (Radio Network Controller). Moreover, iTETRISraduces th&JMTS Manageto model control procedures such as
handovers or the setup of new connections. Thisydstin charge of processing the demands reltdetie control level, and
maintains a list of pointers to all the Nodes B dgptl in the simulated scenario. When the UMTS Managceives a petition
to perform any control function (e.g. a setup regjue a certain Node B), it notifies the petitianthe RRC (Radio Resource

Control) layer of the corresponding Node B and fodsahe response to the originator UE node.
6.5.4. DVB-H

iTETRIS implements a new simplified DVB-H module tha not based on any existing ns-3 or ns-2 impleat®n. The
implementation differentiates between two typesnofles. TheDVB-H Base Stations in charge of the management and
delivery of data services. THBVB-H User Equipmentepresents the consumer of DVB-H data services. ifiiplemented
DVB-H NetDevices include three different levelscleaf them modelling different functionalities asfided by the DVB-H
standard. The upper layer is referred to aD¥B-H Managey and is mainly in charge of operations relatetheocreation and
management of services, the management of the retwsources, and the establishment and maintenaincennections
between base and mobile stations. Thmk Layeris devoted to the creation and processing of MEE-KMulti-Protocol
Encapsulation — Forward Error Correction) sectiand PSI/SI (Program-Specific Information, and Servunformation) tables,
and the operation of the time slicing functionalfnally, thePhysical Layehandles the transmission and reception of MPEG-
2 Transport Streams, and the creation and proges$i@rthogonal Frequency Division Multiplex (OFDMJocks, in addition

to the estimation of the Packet Error Rate expeéémturing DVB-H transmissions.
6.6. Propagation models

Different studies have demonstrated that radio gafion significantly influences the operation gedformance of cooperative
vehicular communications [9]. As a result, iTETRI8piements in ns-3 radio propagation models that @imealistically
reproduce radio propagation effects. After a cdrefuiew of the state of the art, iTETRIS has s@dctrom the available
models those that more accurately take into accthantcharacteristics of urban and highway scendnosv/2V and V2I
communications (Table 3). The implemented modelsfally reproduce the path-loss, shadowing and ipaith fading effects.
The urban models distinguish between LOS (Lineigh8 and NLOS (Non-Line-of-Sight) propagation cdiuhs since they
significantly impact the received signal strength.
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Table 3
Propagation models adopted in iTETRIS.

Scenario Urban Highway
V2V WINNER B1 - Urban microcell [31] Cheng & Stancil [30]
V2l WINNER B1 - Urban microcell [31] WINNER D1 — Rurgd1]

As an example, urban iTETRIS channel models areemphted in dedicated ns-3 classes defining funetiorcompute the
path-loss, shadowing and multipath fading undeh k@S and NLOS conditions. For this purpose, iTETRifplements a
basicVisibility Modelthat detects the visibility conditions between ocwmicating nodes based on their relative positicth w
respect to the buildings present in the simulated network scenario. At the beginning of an iTETBIil8ulation, the visibility
model reads a file with the coordinates of the svBdrming the perimeter of the buildings presenthia scenario. Each wall is
represented as a segment. The model considerthtratare NLOS conditions between two nodes ifsémgment connecting

them intersects any of the walls present in thesksitad scenario.

7. IiTETRIS SUMO implementation

Readers interested in a detailed presentation of Gl refer to [22]. This section focuses on thecdption of the new
functionalities added to SUMO based on the iTETRIQuirements.

7.1. TraCl interface

As previously explained, TraCl allows external apgtions to retrieve values from SUM®glue Retrieval Commangsor
reactively impose actions to simulate in SUMO's ieatar environment $tate Change CommandsCompared to the first
version presented in [23], iITETRIS includes a rewdrland extended version of TraCl. The first charageeerns the naming
system for the TraCl internal representation of $tad nodes. In iTETRIS, TraCl adopts the SUMO-natiaening system
based on string IDs instead of the old system baseéhtegers. TraCl was first implemented in thetegnhof TraNS to
interconnect ns-2 and SUMO. As a result, the fiession of TraCl used integers since integers weeg o represent nodes in
ns-2. In this context, the new TraCl solution basestring IDs avoids expensive mapping proceduneed at translating the
simulated objects’ representations. The new Tratéffiace also includes a generic implementatiorhefaccess functions used
to retrieve data from SUMO or to provide instruosao it. This has been done by reusing much obtignal interface, but
defining a system based on commands and variablifigrs that SUMO can easily interpret. The ergtVehicle Value
RetrievalandVehicle State Changeommands used to retrieve values from simulatéities or to impose changes over them
have also been extended in iTETRIS by adding newlibfes. In particular, it is now possible tonete information about
fuel consumption, noise and pollutant emissionsaddition, iTETRIS has modified the support to dyiaaiy change (e.g.
upon reception of V2V or V2| messages) pre-esthblls vehicles’ routes during the simulafloriTETRIS's TraCl
implementation has also been extended throughntiegriation of new access functions. In particullae, Simulation Control
Access Functionallow tracking changes in the state of SUMO olgjeés a result, it is now possible to, for exampédrieve
the number and list of new vehicles entering tineugition scenario in a particular time step, ad aglthe number and list of
vehicles that leave the scenario or reach theitirggion. TraCl also includes new access functidra allow retrieving and
controlling data regarding the road network (eaads’ edges, junctions, etc.) and other simulatgdots such as inductive
loops and traffic lights. iTETRIS’ iCS uses theseemsscfunctions to collect from SUMO data requestgdhle applications

8 In this context, new algorithms have been develdpecompute alternative vehicles’ routes thatrardonger based solely on achieving the
minimum travel time, but that also take into acadhe minimum environmental impact in large scalensrios.
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implemented at the iAPPs, or to control certaireoty. For example, the new access functions aktreving information from
the traffic lights, such as the current state @igrhases), the active program, or the time tanthe switch. Similarly, the new
access functions provide ITETRIS with the capabitiycontrol specific traffic lights by replacingein active program or
directly changing their signal phase.

In iITETRIS, and similarly to the iINCI, TraCl is alstivided into a client implemented in the iCS’ TraffSimulator
Communicator, and a server integrated in SUMO amanaenicating through IP sockets. In particular, techanism through
which the iCS TraCl client connects to SUMO is basedhe concept dbubscriptionsA TraCl subscription identifies the data
to be accessed, the SUMO object that holds thig, datd the simulation time steps when the datattase retrieved.
Subscriptions are initiated through dedicated Tr&Gbscription Commandsmilar in format to the above mention¥a@lue
Retrieval CommanddAfter simulating the actions scheduled for therent time step, SUMO provides the iCS with all the
subscribed data. In particular, the list of vehictbat entered and left the SUMO scenario in theeat time step is first
provided. Subscriptions to retrieve SUMO varialftasthe new entering vehicles are performed atstage; these variables are
required to update their representation withini@® in the next time steps. On the other hand,rtegnal iCS representation of
all vehicles leaving the SUMO scenario is removEde TraCl Client receives then the subscribed paemnef vehicles
already present in the SUMO scenario, and updhtgsinternal iCS representation. Further interacdizvith SUMO can take
place, for example for triggering actions to beiwdated in SUMO through the execution of Tr&&tate Change Commands

7.2. Importing traffic scenarios

iTETRIS is able to simulate the operation of coopeedTS systems over large scale scenarios camgisf road networks and
vehicular traffic demands that constitute the ispotthe traffic simulator SUMO. In this contextJO improved its tools to
translate road networks and traffic demands reptaens derived from the real world and initiatlgscribed in other formats
(e.g. VISSIM, VISUM and OpenStreetMap, among othénso SUMO-compatible representations. Some of $t¢MO-
compatible road networks representations resuftmg the application of these tools are depicte&im 8. The figure shows
different areas of the Italian city of Bologna thgre selected in the iTETRIS project to test theatifeness of cooperative
ITS traffic management applications in large saaenarios. The selected areas include interurbign §B), city centre (Fig.
8b), and urban neighbourhood (Fig. 8c) scenarithV@ uses different traffic scenario importers degirg on the source
format. VISSIM scenarios are able to describe mativorks with a high degree of resolution: theyuide information such as
the number of lanes, and even account for minaetdr Traffic lights, including their positions asijnal plans are also
defined. The given passenger vehicles’ demanddemeribed in terms of numbers of vehicles entetiegscenario from certain
roads located at the network’s border. When pasgpegific routing decision points, vehicles ardgrssd new routes according
to a given distribution. This method reproducesttira percentages at intersections measured imetideworld (other traffic
demand descriptions used by VISSIM can be similianlyorted by SUMO). In addition to the passengériales, the public bus
transport in terms of bus stops, bus routes aneldsdés is also described. Although SUMO’s VISSIMdmetwork importer is
capable to import VISSIM road networks represeatstiin a trustful manner, the complexity of VISSHepresentations
generally requires a manual validation of the @syinetworks. On the other hand, SUMQ's VISSIMftcademands converter
very effectively translates VISSIM representatiante SUMO-compatible routes. Along with these to@&/MO also includes
an additional utility that permits extracting amdpiorting into SUMO representations the positiorbo$ stops and bus routes
from VISSIM files.
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Fig. 8. Bologna traffic scenarios imported to iITETRIS.

Importing VISUM scenarios requires using differ&MO converters. Differently from VISSIM, VISUM ia macroscopic
traffic assignment tool. Traffic assignment toals amsed to compute which routes would be chosemdiyen vehicles’ demand
within a given network, and thereby permit retrigyitraffic loads and travel times of different stiseon a macroscopic scale.
As a result, VISUM representations do not necdssiaiglude information about the number of lanes steeet and make use of
Connectors to model macroscopic traffic flows; VISUnnectors result in additional roads connectirggirett districts
defined in VISUM files, and produce altered intet@ns compared to the real world. To convert sM¢8UM network
representations additional network descriptors inbth from a Geographic Information System (GIS)abase might be
necessary. On the top of these SUMO-compatible erded road networks, the traffic demands storedI8UM descriptions
can then be mapped.

7.3. Models for pollutant emissions, noise emissiand fuel consumption

A major SUMO extension within iTETRIS is the implemtigtion of modules to compute the pollutant (e.g, CO,, HC, PM
NO,) and noise emissions produced by the simulateitleshas well as their fuel consumption. These mesdules allow
evaluating the environmental benefits of coopeeatiVS systems. To model the pollutant emissions faeti consumption,
iTETRIS used the HBEFA (Handbook of Emission Fagtdnip://www.hbefa.net/) database which includesission
information for a large variety of vehicles. HBEFRopides lookup tables classifying the emission galas a function of the
type of emission, road, or vehicle category, amaotigrs. To apply the HBEFA information in the newNsO) modules used to
compute emissions and fuel consumption, a functidescription able to fit the HBEFA lookup tableshzeen derived. Fitting
functions for fuel consumption and pollutant emassi have been obtained individually. Instead of esding all the 550
resulting functions, a clustering was performestfijpining functions for vehicle classes with damiemission values. This was
done to ease the definition of a scenario’s vehpdpulation. Finally, the implementation of thesavnmodules for pollutant
emission and fuel consumption has required theusioh of the emission class information in the SUM@hicle Types.
Computing the emissions or fuel consumption for ecsjz vehicle is done through methods that obth&vehicle’s emission
class, its speed and acceleration [32]. If the lacagon is not positive, each of these methodsrnsta zero value. Otherwise,

the methods retrieve the appropriate HBEFA fittingdtions and realize the required computation. dimpute vehicular noise
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emissions, iTETRIS has adopted the Harmonoise m@®&lthat describes different type of noises. Imtipalar, the model
includes therolling andtractive noises produced by a vehicle, aacbusticallysums them up to model the total noise. The

Harmonoise model has been embedded into SUMO withajor changes, apart from excluding the noisedpagation model.

8. ICSITETRIS implementation

As previously explained, iTETRIS defines and impletsea new central coordinating block referred toi@S. The iCS
implements the functionalities required to admiait the nodes’ representations over the integrateeless and traffic
simulators. In addition, it defines the interfacisgstem with the other iTETRIS blocks and goverrs éiecution of the

simulation process as explained in Section 5.2s $hction presents a more detailed descriptioneoi@S implementation.
8.1. iCS architecture and functionalities

The iCS is structured into four main components. Thaffic Simulator Communicatois the component handling the
communications with SUMO, and constitutes the tlieart of the TraCl interface. Theé/ireless Simulator Communicator
manages the interaction with ns-3 through the tligart of the iINCI. TheApplications Manageris the component that
administrates the communications with the iAPPraly, theiCS Facilitiesincludes the ITSC Facilities that directly support
the execution of cooperative ITS applications amat for this reason are implemented in the iCS. Tific and Wireless
Simulator Communicators were explained when the Tea@l iNCI interfaces were described in Section hd Section 6.1,

respectively. As a result, the following sectiomsctibe the remaining iCS components.
8.1.1. iCsS facilities

The iCS implements the ITSC Facilities that are nretated and used by the iIAPPs. Fig. 9 shows thetstre of the iCS
Facilities, where it is important to highlight theesence of thEacilities Managerthat acts as an interface to access and modify
the data contained in the different iCS Facilitias.illustrated in Fig. 9, the iCS Facilities block inade up ofstorageand
Action Entities The main function of storage entities is to sthaéa related to the traffic and wireless simukatéior example,
the Map Databaseincludes the static information used to describe simulated road network topology. This database i
obtained at the beginning of an iTETRIS simulation garsing the map used in the traffic simulatoriredicated in the
corresponding configuration file (Fig. 3a). Locatia representation of the map also at the iCS Hasilimproves the data
management between iTETRIS components. In factatiupted solution prevents that several queriepar®ormed to the
traffic simulator every time certain road map dmtaneeded, which would significantly slow down thienulation execution
time. In addition, it allows enriching thdap Databaseby adding additional information (e.g. points oferest) to the streets,
junctions or traffic lights. Th&tation Databaseontains information related to all the vehicles §ixed ITS stations (RSUs and
other CIUs) simulated within an iTETRIS scenario. Each ITS station, the database contains static tfee station type and
available radio access technologies) and dynamianpeters (e.g. the position of nodes) that can fdated during the
simulation. TheMessages Databasaeanages the application payloads of the simulaiegless messages. The payload can be
built out of information retrieved from the Statidbatabase, the Map Database and, if necessarycdbperative ITS
applications implemented in the iAPPs. To reduee dbmputational load, the created payloads aresewt to ns-3, but are
rather stored in th&FETRIS Facilities Payload Tabi@PT) located at the Messages Database. A referenitese payloads,
including their size, is passed to the iCS, whidnthequests ns-3 to transmit these messages. Theilid&er be informed of
which nodes correctly received the transmitted agss, and will check their references to retriénerhessages’ payload from
the iFPT. The iCS will then create another tablETRIS Facilities Message TableFMT) in the Messages Database to

associate a message’s payload to the list of nib@eseceived it. This process allows a very sdal&S implementation of the
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ITSC Local Dynamic Map (LDM) Facility functions,rgie only one table is required for all the simulatedes (instead of one

per each node).

‘ Facilities Manager ‘

| J
Mobile Station Location Referencing Relevance Check M Facilities
Facilities Facilities Facilities =
\ \ \
Station Database Map Database Messages Database
iCS Facilities
Action Entities Storage Entities

Fig. 9. Structure of the iCS Facilities.

The storage entities are accessed and controllédebsgction entities. Thelobile Station Facilitiesetrieves information about
the simulated vehicles (position, direction, spesteleration and active radio access technolggied)accordingly updates the
Station Database. THeocation Referencing Facilitiggrovides geographic references (e.g. the road Ereet or intersection)
for nodes’ positions within the simulated road tmgy represented in the Map Database. Redevance Check Facilities
implements the rules to decide whether a messagévesl by a given node is relevant for the actMeRs. These rules have to
be specified by the iAPPs during the configurafitvase, and may require some location referencidgrdarmation about the
receiving nodes. As a result, the Relevance Checiitfescis connected to the Location Referencingilees and the Mobile
Station Facilities. The Messages Facilities cretitesapplications’ payloads in the iFPT and stthesreceived messages in the
iIFMT. It is connected to the Relevance Check Faedlitio identify and manage the received messagesithaelevant to the

iIAPPs, and is also in charge of eliminating old anelevant messages from the iFMT and iFPT.
8.1.2. iCS applications manager

The Applications Manager provides the iAPPs with iaterfacing support to interact with the iCS. Is@lprovides the

functionalities to determine the simulation timiagd the data needed for their execution. To this e Applications Manager
relies on theApplication Handlersand theApplication Message Managé€Fig. 10). The Application Handlers define the éim
steps at which the cooperative ITS applicationdémented on the iIAPPs shall be executed, and tiaetldat has to be retrieved
from the iCS Facilities for their execution. Thigarmation is defined based on the iAPP’s configorafiles. To reduce the
consumption of memory and computational resouroesy one Application Handler is created for eaclopmrative ITS

application implemented on the iAPPs. This appraash allows the iCS to distinguish between the mastances of the same
application simultaneously running on different asdThanks to the use of Application Handlers, it®® just acts as an
information supplier to the cooperative ITS appimas implemented on the iAPPs, and thereby doéseed to be redefined
for every new application tested under iTETRIS. Application Handlers are connected to the ApplamatVlessage Managetr,
which acts as the interface between the iCS andAREs. The Application Message Manager makes us® cfockets to

transfer data to/from the iIAPPs by means of a fdieeld set of open APIs. The IP sockets allow detingghe iCS and iIAPPs
from a content and a programming language poirnienf, which in turn avoids having to rewrite exigfiapplications code or
enforce an ITETRIS user to develop the applicatismirce code in a specific language. In this cdantexoperative ITS

applications (IAPPs) need to include the interfacesommunicate with the iCS (Fig. 10). To faciiahe use of iTETRIS, the

current platform already provides open interfacedava, C++, and Python.
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Fig. 10. Structure of the Applications Manager.
8.2. Interaction between applications and the iCS

The interaction between the iAPPs and the iCS isdas a mechanism relying &ubscriptionsandResult ContainersThe
iIAPPs contain application algorithms that use datdeved from the iCS, and return results that eittyer be reused by other
IAPPS or trigger actions in the traffic or wirelessmulators (e.g. rerouting a vehicle after regggva traffic jam notification).
The iCS defines &ubscription-basethechanism to retrieve the information needed kyiAPPs. Using the subscriptions, the
iIAPPs can access data required by the active apiplits; for example, a public subscription is aafali in iTETRIS to retrieve
the payload contained in received CAM messagesI&lgisubscriptions can be used to impose actimr the iAPPs on the
traffic or wireless simulations; for example, arpbgation implemented in an iAPP may impose th@gmission of CAMs to
vehicles located on a given area. The Result Comtahmeve been implemented for the local storagesflts from iAPPs that
could be reused by the iCS or other iARPs

The iAPPssubscribeto the iCS in order to periodically, or on demaradrieve the necessary data for their internal agoam,

and to trigger actions over the traffic and wirsle@mulations. Since a large part of the informaf@ssed to/from the iCS is

common to various iAPPs, a set of generic and nasguishandpull subscriptions have been developed in iTETRRIS

e Subs-Get-Facilities-Infés a pull subscription through which the iIAPPsiese information the iCS holds in its Facilities.
In particular, it is possible to retrieve infornwti about the static road network (e.g. edgelD,tjontD stored in the Map
Database), dynamic vehicle information (e.g. positispeed, acceleration stored in the Station Ra&b or information
contained in the received CAM messages (CAM paylstated in the iFMT database).

e Subs-App-Cmd-Traff-Sim / Subs-App-Result-Traff@@nrespectively push and pull subscriptions tdenet data from
SUMO (through the iCS) or to impose SUMO actiongisl pull data includes dynamic travel informati@ng. vehicles’
travel time or route), whereas a common push datebe assigning a new route to a vehicle.

e Subs-App-Msg-Send / Subs-App-Msg-Rec&ubs-App-Msg-Senid a push subscription that iAPPs can use to iepos
using the INCI interface, the wireless transmisgiba message on an ns-3 node. The subscriptioartlyrallows iIAPPs
to define a specific transmission mode (geobrodgdgasunicast, unicast, etc.) as well as the tré&ssom parameters listed
in Table 2 @ervicelD, CommProfile, ListofTechnologies, PayloadLength, MsgLifeTime). Subs-App-Msg-Receivis a pull
subscription set by the subscriber iAPP to be ieotibf correct ns-3 message receptions. To fikeeived messages, the
subscription specifies the targeted message usegame format as used by Sbs-App-Msg-Seradibscription.

e Subs-X-App-Datds a pull subscription used by an iAPP to retripasticular results of other iAPPs. For example, a
dynamic vehicle rerouting application may be triggkeby a traffic monitoring application that detetriaffic congestion in

a particular area of the road network.

° The current iTETRIS release includes a set of gfirdd subscriptions and result containers thaective most common needs for simulating
cooperative ITS applications (e.g. retrieving véhigositions, enable CAM transmissions, etc.). Hmveapplication developers can easily
define and integrate new types of subscriptionsraadlt containers into ITETRIS.

% |Interested readers can find examples of the engoitirmat used to implement the subscriptions hysatiing the iAPP implementations
provided along with the ITETRIS source code avadaim the iTETRIS community webpage: http://wwwitetris.eu/10-10-10-community/.
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The algorithms implemented on the iIAPPs may crezgalts to be stored at the iCS for their further. ithe iCS defines and

implements application Result Containers in ordeavoid over-specifying either the content or thenfat of such storage

entities in one of its databases. From a modeltiagt of view, a Result Container is designed asoeage object for data

processing and sharing with different nodes or i&\RBiven the type of Result Container that a gividPH is related with, the

iCS becomes aware of the procedures to undertakaevbethe iAPP generates a result value. The eraalt yet remains

transparent to the iCS. In this context, a user i@y want to implement and test a new applicatioer 6TETRIS, will also

have to implement the necessary Result ContaineesiAPP’s configuration file shall specify the RedDtintainer that will be

used for collecting its results.

The iCS uses the Application Handlers to managerttesactions with the iAPPs and control the exenutf the associated

application algorithms. At every simulation timest the iCS iterates through the set of nodes dilyrearticipating in the

simulation to retrieve their associated Applicatiblandlers. When an Application Handler is given tentrol of the

communications process with its iIAPP, it perforims following tasks through the Application Messenge

1. Ask its iIAPP whether it requires new subscriptions.

2. Ask its IAPP whether an existing subscription hab¢ dropped starting from a particular simulatiome; if it is the case,
the iIAPP will stop receiving the subscribed daté&riggering the subscribed actions over the trafid wireless simulators.

3. Transfer the subscribed information from the iC$h®iAPP; the Application Handler checks all théserg subscriptions
of the node it refers to, and according to the reatf the subscription (traffic or communicationgscription), sends the
appropriate data to the iAPP.

4. Inform the iAPP that it can execute its algorithmasd ask whether it is going to provide the iCS witfesult that may imply

triggering new actions over the traffic and wirelemulators.

9. IiTETRIS beyond the state of the art

This section outlines how ITETRIS makes importantaaxtes in the field of cooperative ITS simulation dbmparing its
technical features and characteristics with exjstiooperative ITS simulation platforms. To the aushknowledge, none of the

existing cooperative ITS simulation platforms jbyrrovide iTETRIS’ capability to:

e Allow language-agnostic implementation and simolatdf cooperative ITS applications thanks to irsteeks that abstract
application developers from the intrinsic technatagaspects of both traffic and wireless simulstor

e Extend its open source wireless and traffic sineutaindependently from the internal implementatidrthe rest of the
iITETRIS blocks. This capability is enabled by thatcal iTETRIS Control System (iCS) and its open irge€fs;

« Provide implementation modules that are fully cael with the ETSI standards for Intelligent TraogpSystems
Communications (ITSC). Consequently, iTETRIS allowsitgsand optimizing novel cooperative ITS applioas using
standard compliant systems prior to a prototypdemgntation and field tests;

e Support realistic large scale simulations whileusately modelling standard-compliant cooperativé I13ystems. It is
worth noting that iTETRIS allows modifying the moliled) accuracy based on the study objectives andteaints. This is
particularly relevant in the case of modelling thieeless physical layer since it has a significampact on the simulation

time.

As demonstrated in the previous sections, iTETRtides several innovative modelling implementatiboices and solutions
concerning both wireless communications and tramapon aspects. Strategic tradeoffs between miodekhccuracy and
simulation computational efficiency have been mmli in the communications modelling. On the onedhahe already

acknowledged ns-3 modelling accuracy is improvednyyiementing all the functionalities of the ETSISC architecture at
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each level of the communications protocol stackl, lay using validated radio propagation models taddfor each simulation
scenario. On the other hand, computational effaoyeis obtained by smartly simplifying most of theVlS, WiMAX and
DVB-H standards’ system functionalities that aré eritical in the evaluation of cooperative ITS dpations at large scale. For
what concerns the simulation of transportation espeTETRIS improves SUMO with modelling advancessomputing the
pollutant and noise emissions produced by simulatehicles, as well as their fuel consumption. Mesro SUMO was
extended with appropriate solutions for the realiassessment of cooperative ITS applicationsrgelacale. In this context,
specific methodologies were improved to import realrld road networks and traffic demands reprediams from other
formats. Finally, new methods were implementedetmieve values from SUMO simulated vehicles (eugl ftonsumption,

noise and pollutant emissions) or to impose changesthem (e.g. speed or route changes).

Table 4
Comparison of iTETRIS features with existing coaiee ITS simulation platforms.

Simulation Platform  Communications Mobility Modularity Open source Capability  Support for Cooperative ITS  Support for
modelling modelling  in comms, availability for external communications  large scale
accuracy accuracy mobility, evolution  applications protocols simulations

and coded in standard
application different compliance
blocks languages

MOVES [2] Medium Medium Low Not proved Low No No ¥e

AutoMesh [3] High Medium Medium Not proved Low Not proved No Yes

VANET [4] Medium Medium Low Not proved Low Not pred No Yes

GrooveSim [5] Medium Medium Low Yes Low No IEEE Yes

802.11p/1609

SWANS . ’

Extensions [10][11] High Medium Low Yes Low No No Not proved

ns-3 Extensions [12] Very high Medium Low Yes Low oN No Not proved

NCTUns [7] Very high Medium Low Yes Low Yes IEEE Yes

802.11p/1609

CORSIM/ ; . ’

Qualnet [13] High High Medium No Low No No Not proved

VISSIM/ns-2 [14] Very high High Medium No Low No No Yes

TraNS [15] Very high High Medium Yes Low No No Notoved

Veins [16] Very high High Medium Yes Low No IEEE Yes

802.11p/1609

OVNIS [17] Very high High Medium Yes Low No No Yes

ITETRIS Very high High High Yes High Yes ETSIITSC Yes

Table 4 compares iTETRIS features with those ofetkisting cooperative ITS simulation platforms désed in Section 2. The
table compares important aspects such as the rimgeltcuracy, the simulator’'s modularity and caligbio be extended,
support for external applications, implementatioh standard-compliant cooperative ITS communicatigmetocols and
technologies, and capability to simulate large esclenarios critical to adequately evaluate theaghpnd effectiveness of
cooperative ITS traffic management solutions. Althlo all the other existing cooperative ITS simalatplatforms provide high
modularity in protocol implementations, Table 4 fions that ITETRIS exhibits a higher modularity ihet way its
communications, mobility and application blocks aeparated and can be recombined. This resultshighacapability for
evolution, as it allows for an independent develeptnor even replacement, of its interconnectedulsitars. Moreover, its
open iCS' interfacing approach permits the languagigostic-implementation of cooperative ITS appiwat that can interact
efficiently with the ns-3 and SUMO simulators thgbuthe iCS. In addition, iTETRIS is one of the fewatfdrms that allow for

large scale evaluations of cooperative ITS apptost over a complete set of cooperative ITS stakdampliant
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communications protocol implementations. To theharg’ knowledge, iTETRIS is currently the only ptath implementing
the ETSI ITSC architecture.

10. Evaluation of cooperative ITS applications using iTETRS

Several cooperative ITS applications were impleegr@ind evaluated during the iTETRIS project to destrate the benefits
that cooperative ITS systems can provide to improeel traffic management. To illustrate the capitidsl and potential of the

ITETRIS platform, this section presents two of thapplications.
10.1. Cooperative traffic congestion detection

CoTEC (COperative Traffic congestion detECtion) [34]aisnovel technique that exploits ITS G5A vehicle vehicle
communications to detect road traffic congestionithaut any fixed infrastructure sensors. The teghaiuses the periodic
CAM messages received from vehicles in its locajimeourhood to estimate the local traffic densitye Tocal traffic density is
provided as input, together with the vehicle’s shde a fuzzy logic process (CoTEC fuzzy rules) tmitinuously estimates
the local traffic congestion level; the congestiemel is defined as a continuous output value i@ tAnge [0-1], with O
representing free flow conditions and 1 severe estign. To this aim, CoTEC uses SkyComp’s congestiassification
system, which relates traffic density, speed andjestion levels [35]. If a congestion level excegdi predefined threshold,C
is locally detected, CoTEC activates a cooperativegss. The process shares and correlates estimatiade by different
vehicles in order to accurately characterize therall traffic congestion over a particular road reegt. For this purpose,
vehicles located close to the front end of thefitghm are responsible for the periodic generatidriCooperative Traffic
Estimation Messages (CTEMs). A CTEM, initially cantag the local congestion estimation level, is tiRhbp forwarded
towards the rear end of the jam. Every vehicleivieg a CTEM retransmits it only if it also dete@graffic congestion (i.e. its
traffic density estimation > ). Before retransmitting the CTEM, each vehicle updadhe information included in the CTEM
message using its own estimate in order to genarat®perative correlation and achieve a cohemshtaiable detection. The
updating process is based on the collection of estign estimates following grouped frequency distions. The range of
congestion levels to be monitored ] is divided into a number of equal congestioteinals. The CTEM payload includes as
many data fields as congestion intervals are défiwery time a vehicle forwards a CTEM, it increatiee frequency of the
interval in which its congestion estimate lies hg number of neighbouring vehicles it detects tghothe reception of their
CAM messages. This approach increases the stdtigticaracy since it takes advantage of the fadteéstimations made by
vehicles geographically close to each other aaively similar. When the CTEM finally reaches tlear end of the traffic jam,
the median statistic of the traffic congestionraates is computed based on the frequency intertalsalue is considered to
represent the overall traffic congestion estimbtnally, it is important to emphasize that by mitip forwarding the CTEMSs,
the vehicles situated at the rear end of a trgdfic can obtain a global and complete vision ofrited’s congestion level. In
fact, an important novelty of CoTEC is that it is motly capable to estimate the congestion level, s the length of the
traffic jam.

CoTEC has been implemented in C++ as an external iTEBRplication block (IAPP), and uses the iCS sup8oris system
previously described. In particular, the CoOTEC amtian running on vehicles uses tBabs-Get-Facilities-Infeubscription to
obtain from the iCS Facilities information about fissition, speed and list of CAM messages receiweddighbouring
vehicles. CoTEC's Application Handler is in chargeodviding this information to the application atch simulation time step.
At each time step, the CoTEC application first estégahe traffic density in a vehicle’s local neighbhood, and then decides
whether generating a CTEM message based on theidete€ traffic congestion. If this is the caseg thpplication useSubs-
App-Msg-Sendubscriptions to request the iCS to activate thrulsition of a CTEM transmission. The iCS does sadljing
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an iNCI primitive that will initiate the simulatioof the CTEM transmission in ns-3. When such simatais over, the iCS uses
another iNCI primitive to retrieve the list of velds that received the CTEM. This list is used toatpdthe iCS storage
structures, which are then accessed by CoTR@ication Handlerto supply CoTEC'’s application with the list of recsl
messages. To receive this list, CoTEC’s applicatia o previously subscribe to it using Subs-App-Msg-Receive
subscription. COTEC updates then the content of tHeNCTllowing the mechanism previously described] decides whether
the CTEM has to be forwarded or not. If COTEC detéws the receiving vehicle is located outsidetthéfic jam, it estimates
the road'’s traffic congestion level using the madigatistic previously explained. CoTEC’s performahes been evaluated in
iTETRIS using a real world highway scenario coveramgarea of 50 km by 20 km around the ltalian citBologna (Fig. 8a).
The performance evaluation has been conducted dihider different traffic densities before a traffien takes place: Scenario
A (5 veh/km/lane), Scenario B (10 veh/km/lane) andrtario C (15 veh/km/lane). Each simulation corredgdo more than 2
hours of real traffic flow. In total, up to 4500hieles are present in the simulated scenariogaalipped with ETSI ITS G5A
radio interfaces to transmit CAMs (every 0.5 secrahd CTEMSs using a transmission power of 10 dBraffiErcongestions
are artificially generated in SUMO by gradually wethg the maximum speed limit from 130 km/h to I@/k, which can
increase the traffic density to 70 veh/km/lane.e8alvsimulation runs have been conducted for eaehasio to guarantee the
statistical validity of the obtained results. CoTRErformance is compared against that obtained binfaastructure-based
monitoring solution using inductive loops. The intlve loops system locally calculates vehicularsitées and average speeds,
and uses them as input parameters for the same liagiz process as used by CoTEC (this is done fairacomparison). The

comparison has been conducted considering diffesegpdiration distances between inductive loops (66hm to 1000 m).
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Fig. 11. Traffic congestion detection probability.

Fig. 11 depicts the congestion detection probahfiie. the probability of successfully detectingangestion event)Lx refers
to inductive loops placed everymeters. The obtained results show that CoTEC anactivet loops are able to detect traffic
congestion with a probability higher than 80% unfleenarios A and B, characterized by low and medmaffic densities in
the absence of traffic congestion. However, underentense traffic conditions (Scenario C), the perémce obtained with
inductive loops strongly deteriorates when theadlisé between loops increases. This is not thewglseCoTEC that is still
capable to guarantee a high congestion detectiobapility. Fig. 11 also shows that the probabilidl not detecting a
congestion event (false negative detection) isbiptaw for COTEC (less than 10% in all simulatedrgos). On the contrary,
using Inductive Loops can increase the number Iskfaegative detections, especially in case of eléradfic conditions (in
Scenario C, false negatives are detected with lagpitity of almost 45% for IL1000). The results icate that whereas CoTEC
is always able to reliably detect congestion, #uhhique based on inductive loops can overlook estimn under certain traffic
conditions.The number of false positive detections (situationg/hich congestion is estimated while the traffias actually

experiencing free-flow) was observed to be nedi@ittess than 1%) in the analyzed simulation sgeador both compared
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techniques. This is due to different factors reldtethe functioning of the used detection mechasig-irst, two different traffic
metrics (speed and density) are taken into acctargstimate congestion. This guarantees a morabtelidetection in
comparison with other techniques that only conswmee metric (e.g. speed). In addition, the compaeetiniques employ a
moving average window to smooth out the speed eaffict density estimates prior to the calculatidrtiee congestion level.
This prevents that short-lived variations in thafftc flow can be interpreted as traffic congestigdvdditionally, CoTEC
implements a cooperative process to correlativetgmine whether there is a traffic jam or not.aA®sult, a congestion event
is only detected when multiple vehicles detect it.

The techniques’ accuracy in detecting the congedégel has been estimated by comparing the coiegesstimates achieved
with CoTEC and inductive loops to that obtained byidwalistic centralized monitoring solution thatwia have full access to
all the traffic information for the congested roseyment (this solution directly retrieves speeds taaffic densities from the
SUMO traces). The obtained congestion estimatioor émean and 95percentile) is shown in Fig. 12; a negative sifithe
estimation error indicates that the congestionllevenderestimated. The obtained results demaestnat CoTEC achieves a
low mean congestion estimation error close to tirbined with an expensive infrastructure-baseditoong solution that
would require installing inductive loops every 160 on the highway. CoTEC'’s performance is slightlygrdeled when
analyzing the 98 percentile, especially under Scenarios B and Gpath it still achieves an accuracy level greatentthat
obtained with inductive loops placed every 1000rhe Tobtained results demonstrate that CoTEC can ssfatly and
accurately detect and characterize congestion gonsliwithout requiring the deployment of infragtiwre sensors. In this
context, iTETRIS was able to demonstrate at largéesthat cooperative vehicular communications egrasent an efficient
and cost-attractive solution for road authorit@sl¢tect traffic jams and characterize their entity
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Fig. 12. Traffic congestion estimation error.
10.2. Cooperative bus lane management

Another cooperative ITS application implementedttie iTETRIS project is cooperative bus lane managerf@6]. The

application automatically detects conditions ofthtgaffic density, and tries improving the traffliow by temporary allowing
private vehicles to use the bus lanes. To do so,sRigigloyed along the road network continuously meorthe vehicles’ speed
through their CAM messages. The RSUs compute theratbeage speed over time periods of 5 minuteshdfdstimated
average speed is below a certain threshold repiegenormal driving conditions, the RSUs will inforfdS G5A vehicles

using a broadcast message that they can use tHartass The vehicles use the bus lanes if theycestheir travel time, which
is estimated using their navigation system.

The implementation of the bus lane management @gijah is left out of the paper since it followsgar principles as those

described for the cooperative traffic congestioted#gon application. The bus lane management agtjic was evaluated in a
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2km by 2km urban scenario around a football stadiuthe Italian city of Bologna (Fig. 8c). Nine RSWere deployed at the
intersections that had a major influence on th#fitcrand operation of bus lanes. The simulationsengonducted using real
traffic demands and vehicle routes measured duritigie period of one hour just before the beginmhg football match. The
total number of simulated vehicles is larger th@AGtfor all the simulation runs. The percentageetficles equipped with ITS
G5A (penetration rates) was varied from 10% to 10088 G5A vehicles transmit CAM messages with a ftéguency. To
evaluate the benefits of the cooperative bus lameagement application, the average vehicles’ triawel was compared when
the application was active and when it was not.(ER). The depicted results differentiate betwemstirett vehicle classes:
buses, vehicles equipped with ITS G5A (equippedhiaies not equipped with ITS G5A (not equippedy sehicles equipped
with ITS G5A that decide to use the bus lane assalt of a broadcast naotification (rerouted); asvfmusly mentioned, ITS
G5A vehicles will only use the bus lane if theyimstte it will improve their travel time. Buses aristohguished in Fig. 13 in
order to analyze whether public transport is neghtiinfluenced by the deployment of cooperatives lane management
applications.

The results illustrated in Fig. 13 show that tlevéd time can be reduced for almost all vehicles#a with ITS G5A penetration
rates below 60%. However, the travel time increagi#s higher penetration rates. This is due to fduet that if too many
vehicles reroute to use the bus lanes, the praobafl vehicles to be queued behind a bus augmdrte simulated urban
Bologna scenario contains many narrow streets wighieles cannot overtake buses. As a result, isgrgahe probability for
vehicles to be queued behind a bus increasesabe time. The obtained results provide an intérgghsight into the potential
of cooperative bus lane management applicatiorntsalso show that to obtain the maximum benefit nemeanced solutions
than the one here analyzed need to be designgghriicular, the negative effects measured unddr hig G5A penetration
rates are due to the fact that rerouted vehiclek tioe decision to modify their route without cafesing the impact on the use
of bus lanes that other rerouted vehicles will @e&onsidering such impact in the travel time estiom before taking a
rerouting decision has been shown here to be ti€arimportance; the optimization of the coopemtbus lane management is
out of the scope of this paper. In this contextisiimportant to emphasize that the conducted iTETRboperative ITS

applications study has highlighted both the beseiitd challenges that cooperative ITS technologighkt create in the future.
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10.3. ITETRIS simulation performance

Analysis conducted within the iTETRIS project showkdt simulating wireless communications (in paitic, simulating the

wireless physical layer with significant modelliagcuracy) had a higher impact on the simulatiore tthen the exchange of
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messages among iTETRIS blocks (to date, the platfasbeen used executing all these blocks on the sarver). Similar
observations were reported in [20] that explain hbevdetailed modelling of the lower layers of thieeless communications
stack can considerably increase the computatioa &nd required memory resources. When simulatirge lacale standard
compliant cooperative ITS deployments, the simatatime increases as a result of the exchangeanéiatd periodic broadcast
CAM messages among hundreds of vehicles. Howevemitbdelling accuracy can be modified based on iy objectives.
For example, while a study of cooperative safetpliaptions would probably require a 10Hz CAM transsion frequency,
such frequency could be reduced to just 1Hz ircdse of traffic management applications withoutitngva negative impact on
the outcomes of the study. To quantify the iTETRilBuation execution times, simulation runs of thee cases described in
Section 10.1 were analysed on a 2.93GHz Quad-Coom X#° Proliant DL 580 G5 server with 8GB RAM. Theulting
execution times refer to 2h of real time in thdfitascenario B, with over 800 vehicles present verage at each moment and
all periodically broadcasting CAM messages withegfrency of 2Hz. The simulations were conducted witime step of one
second, which is the value supported by the cuifldEitRIS release, but can be modified by changing pathe iCS internal
logic. With these settings, the maximum requirechudation execution time was 311 minutes and theimmam RAM

consumption was 1.2GB, which are acceptable vahresobperative large scale scenarios.

11. Conclusions

Cooperative ITS systems will play a fundamental roeards achieving a safer, greener and more effficroad traffic
mobility. The complexity and holistic nature of gmative ITS technologies require an extensivengstnd evaluation of their
operation and performance before considering theifield deployment. In this context, this papes Ipaesented the iTETRIS
simulation platform, an efficient and modular opseurce simulation platform developed to study apiihtize cooperative ITS
applications in large scale scenarios. The platfrroharacterized by a modular architecture thedgirates two open source
traffic and wireless simulators through a centmrdinating entity, and facilitates the interfaciwgh external modules where
cooperative ITS applications can be implementedifferent programming languages. The extensionsentacthe ns-3 and
SUMO platforms enable the study of fully ETSI IT&rsdard compliant cooperative ITS systems. The papkides a detailed
description of the platform, and shows how coopesdilS applications can be integrated in iTETRISthis context, the paper
also includes examples of cooperative ITS appbeatiimplemented and tested in iITETRIS, highlightthg capability of

iTETRIS to conduct unprecedented large scale cotiperid'S investigations with high modelling accuyac

Appendix A

Table A.1
List of abbreviations.

c2C Car-to-Car ITS Intelligent Transportation Systems

CALM Communications Access for Land Mobiles ITS G5 European profile standard for the PHY and MAC laykelTS
operating in the 5 GHz frequency band

CAM Cooperative Awareness Message ITSC Architecture for Intelligent Transport Systems
Communications

ClU Communications Infrastructure Unit LDM Local Dynamic Map

CTEM Cooperative Traffic Estimation Message LOS Line-of-Sight

CoTEC COoperative Traffic congestion detECtion MwW Middleware Node

DENM Decentralized Environmental Notification Messag NLOS Non-Line-of-Sight

ETSI European Telecommunications Standards Institui PER Packet Error Rate
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FOTs Field Operational Tests RSU Roadside Unit
GIS Geographic Information System SINR Signal to Noise and Interference Rate
HEBFA Handbook of Emission Factors T™C Traffic Management Center
IAPP iTETRIS implementation of a cooperative ITS TraCl Traffic Control Interface
APPlication
iCS iTETRIS Control System V2l Vehicle-to-Intersection
iIFMT iITETRIS Facilities Message Table V2V Vehicle-to-Vehicle
iFPT iITETRIS Facilities Payload Table WAVE Wireless Access in Vehicular Environments
iNCI iITETRIS Network Simulator control Interface
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