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#### Abstract

Multi-topology routing (MTR) provides an attractive alternative to segment routing for traffic engineering when network devices cannot be upgraded. However, due to a high overhead in terms of link state messages exchanged by topologies and the need to frequently update link weights to follow evolving network conditions, MTR is often limited to a small number of topologies and the satisfaction of loose QoS constraints. To overcome these limitations we propose vMTR, an MTR extension where demands are routed over virtual topologies that are silent, i.e., they do not exchange LSA messages, and that are continuously derived from a very limited set of real topologies, optimizing each a QoS parameter. In this context, we present a polynomial and exact algorithm for vMTR and, as a benchmark, a local search algorithm for MTR. We show that vMTR helps reducing drastically the number of real topologies and that it is more robust to QoS changes.


Index Terms-Multi-Topology Routing, Traffic Engineering, Quality of Service, Segment Routing.

## I. Introduction

Traffic Engineering (TE) policies [1] are key to controlling how bandwidth is shared in IP (Internet Protocol) networks. These policies can be tuned to satisfy application requirements in terms of end-to-end delay, packet loss, and jitter, for instance. They can be optimized by a centralized controller and applied by routers to steer traffic with data plane mechanisms such as Segment Routing (SR) [2], [3] or MPLS (MultiProtocol Label Switching). However, most IP networks today still rely on shortest path and hop-by-hop routing from Interior Gateway Protocols (IGP).

Extensions of IGP protocols such as Multi-Topology Routing (MTR) [4], [5] or FlexAlgo [6] provide simple solutions to create and operate multiple routing planes, or "soft" slices [7], to support various QoS and operational requirements. Each routing plane minimizes a different additive link metric (e.g., IGP cost, TE metric, QoS) and can exclude some links when needed (i.e., constraints in FlexAlgo or exclusions in MTR). In theory, MTR and FlexAlgo only require a software upgrade of devices to update the control plane, and they can still rely on standard IP forwarding in the data plane. However, in practice, this is only the case for MTR, as FlexAlgo is always shipped along with SRv6 or SR-MPLS. Indeed, FlexAlgo's implementations rely on SR labels to identify routing planes and forward traffic consistently on top of them. When SR is available, TE policies can be configured at ingress nodes to provide source-based routing on top of existing IGP routing planes (or "algos" when FlexAlgo is rolled out). SR policies consist of a label stack that is injected in packet headers to encode the sequence of shortest-path segments that need to be
traversed by packets. In this case, a data plane upgrade, i.e., device replacement or microcode update whenever possible, is necessary to support SR forwarding. Indeed, many legacy devices cannot support SR, as mentioned in [8].

In this paper, we consider deployment scenarios where most devices still operate with legacy data planes (i.e., without SR support). In this context, IGP extensions like MTR can be used to create multiple routing planes, but most routers have not been replaced by SR-capable devices. The most popular IGP protocol is Open Shortest Path First (OSPF) [9]. In this protocol, routers periodically broadcast Link State Advertisement (LSA) messages that contain metrics related to their adjacent links. Upon reception of LSA messages, routers store them in an LSDB (Link State DataBase) and maintain a Shortest Path Tree (SPT) towards all the other nodes, which decides the next hop to use for all possible destinations. This information is stored in the data plane in a Forwarding Information Base (FIB) and used to forward packets. When only one link metric is used (e.g., IGP cost), a single routing plane is available. The set of link metrics is generally designed [10] to satisfy some traffic scenarios. However, with a single routing plane for all applications, it is, in general, not possible to satisfy a heterogeneous set of QoS requirements.

To increase routing options, MTR offers the possibility of executing multiple IGP instances in parallel, each working over a different metric. The SPT maintained for each instance, or topology, generally aims at satisfying a set of QoS requirements (e.g., cost, hop count, delay) and administrative constraints (e.g., exclusion of links or nodes). FlexAlgo [6] can be seen as an extension of MTR and adds the possibility to build a routing plane over 1) a given metric, 2) considering some constraints (i.e., exclusions of nodes/links), and 3) a particular shortest path algorithm. Each algo is defined by the tuple (metric, constraints, SPT algorithm). Each MTR topology, or "algo" in FlexAlgo, has its own IP prefix so that traffic can be forwarded consistently in a hop-by-hop fashion. In both cases, link metrics also need to be periodically advertised using LSAs so that routers can update their TE database. To meet a variety of QoS constraints from applications, a large number of MTR topologies may be required to satisfy all application requirements. However, multiplying the sets of TE metrics, i.e., MTR topologies, yields a significant network overhead as LSA messages are sent for each metric. On top of that, as network conditions fluctuate over time, topologies may require frequent updates from the management system to follow the evolution of traffic and network performance. However, link
weights can only be updated at a slow pace, and they cannot follow the evolution of network quality over time.

To overcome this issue, we propose a new scalable and versatile IGP extension, called virtual MTR (vMTR), to dynamically maintain a set of virtual routing topologies. This solution aims at increasing routing flexibility in multi-topology routing to follow evolving network conditions and support heterogeneous QoS requirements while reducing the overhead from LSAs and weight updates. The main idea is to route flows over virtual topologies that are silent, i.e., they do not exchange LSA messages, and that are continuously derived from a very limited set of real MTR topologies, i.e., exchanging LSAs. Each real topologies computes shortest paths for a basic QoS parameter, e.g. delay or packet loss, while virtual ones are designed to generate paths meeting multiple QoS constraints.

Searching for a shortest path satisfying one or multiple end-to-end constraints such as latency or hop count usually involves algorithms relying on Lagrangian relaxation. These algorithms aim at finding feasible Lagrangian multipliers to modify link costs so that a shortest path provides a feasible solution. Well-known heuristic algorithms are LARAC [11], for one constraint, or GEN-LARAC [12] for multiple constraints. Inspired by this, we propose to derive virtual topologies from real ones applying a linear combination of their link metrics with designed multipliers. Compared to vanilla MTR, our vMTR solution reduces the overhead as each virtual topology is only defined by a set of multipliers, one per real IGP instance, and virtual topologies do not exchange LSAs. Furthermore, routing is automatically adjusted when basic QoS metrics vary and specific link metrics do not need to be updated when traffic conditions evolve.

In this paper, we first formulate the optimization problem to find optimal multipliers so as to minimize the number of virtual topologies in vMTR. We propose a polynomial and exact algorithm that finds the minimum set of Lagrangian multipliers to meet two QoS constraints for a set of demands. Then, as a benchmark, we revisit the IGP weight design problem [10] to minimize the number of topologies in MTR and derive a heuristic algorithm based on local search to solve the problem. Finally, we compare MTR and vMTR with numerical results and show that the number of real MTR topologies can be drastically reduced with vMTR when accepting all traffic demands. We also observe that vMTR topologies are more robust to QoS changes than MTR ones.

The rest of this paper is structured as follows. Related work is discussed in Sec. II. The system architecture and the problem formulation are introduced in Sec. III and IV. Sec. V presents algorithmic solutions. Sec. VI describes our numerical results and Sec. VII concludes this paper.

## II. RELATED WORK

The design of link weights so that traffic requirements can be satisfied is known as the IGP weight design problem. This problem is a well-studied NP-hard problem [13].

Single topology routing. Fortz and Thorup [10], [14] have initially proposed a local search algorithm where the main

| Symbol | Meaning |
| :--- | :--- |
| $K$ | Set of demands |
| $s_{k}, d_{k}$ | Source and destination for demand $k \in K$ |
| $r_{a}^{t}$ | Resource on arc $a \in A$ for topology $t$ |
| $T_{Q}$ | Set of basic topologies (each related to a different QoS metric) |
| $T_{D}$ | Set of designed topologies |
| $r_{k}^{t}$ | Max resource consumption for demand $k$ over topology $t$ |
| $S P T^{t}$ | Shortest path tree on topology $t$ |
| $\lambda_{t}$ | Vector of $\left\|T_{Q}\right\|$ multipliers to design vMTR topology $t$ |

TABLE I: List of key notations.
idea is to change a few link weights at each time step. They minimize a piece-wise linear cost function related to MLU (Maximum Link Utilization). Right after, a genetic algorithm has been proposed by Ericsson et al.[15] and later combined [16] with the original local search. Bley et al. [13] proposed an improved version of the local search algorithm. A math-heuristic based on column generation has also been proposed recently [17].

Other variants related to energy-minimization have been considered [18], [19]. Robust optimization variants have been studied to consider (weighted) link failures [20] or worst case variations of demands [21] (i.e., minimum / maximum values for each demand) and hoses [22] at ingress routers to bound aggregate traffic. Oblivious routing extensions where traffic can be load balanced over multiple paths have also been considered [23], [24] using the hose model. Other traffic polytopes have been used to model traffic uncertainty [25].

Beyond traditional optimization techniques, machine learning [26] have recently been used to solve the deterministic version of the problem. It is based on a smoothed formulation of the problem that is suitable for gradient descent.

Multi-topology routing. In the context of network slicing where end-to-end latency constraints must be met, a global optimization model along with results obtained with a genetic algorithm has been presented [7] to design multiple topologies (iteratively) and assign demands to them. Some papers have also proposed solution where topologies are designed offline to maximize edge-disjointness [27], [28] or path diversity [29]. These topologies are then used to route traffic based on actual QoS conditions. Other variants for MTR have been studied to consider robustness to traffic variations [30] and failure scenarios [31].

Our contributions. In this paper, we extend MTR with virtual topologies that are silent, i.e., they do not exchange LSA messages, and that are continuously derived from a very limited set of real IGP topologies, i.e., exchanging LSAs.

## III. MTR and vMTR for QoS Constraints

This section introduces MTR, and the vMTR extension we propose, from a system perspective. As a preliminary step, we also first formulate the QoS routing problem they address.

## A. QoS satisfaction problem

Let's represent a network as a directed graph $G=(V, A)$ where $V$ is the set of nodes (i.e., routers) and $A$ is the set
of arcs (i.e., links). A set of basic IGP topologies $T_{Q}$ is associated with different QoS metrics such as delay, jitter or losses. On top of them, additional topologies, real for MTR or virtual for vMTR, can be designed to route demands that cannot be accepted on basic topologies. In this case, these topologies defined by the set of their link weights, also called resources, denoted $r_{a}^{t}$ for arc $a \in A$ and topology $t \in T_{Q}$, need to be designed along with their mapping to demands. The set of traffic demands $K$ is given as input. Each demand $k$ goes from source node $s_{k}$ to destination node $d_{k}$, and it has a set of QoS requirements that are defined by a maximum resource consumption $r_{k}^{t}$ over basic (additive) QoS metrics from topology $t \in T_{Q}$. Note that packet loss can be made additive using the log function. The problem is to find, for every demand $k$, a routing path $p_{k}$ satisfying a set of QoS constraints, as expressed as follows:

$$
\begin{equation*}
\sum_{a \in p_{k}} r_{a}^{t} \leq r_{k}^{t} \quad \forall t \in T_{Q} \tag{1}
\end{equation*}
$$

We consider a practical use case scenario where the total amount of traffic with QoS constraints is much smaller than best effort traffic. QoS constrained traffic is prioritized as high priority traffic in the data plane and the sum of high priority traffic (i.e., QoS constrained traffic) is not enough to saturate the bottleneck capacity. For this reason, we omit capacity constraints in the design of topologies and we focus only on QoS constraints satisfaction.

## B. MTR: Multi-Topology Routing

When relying on multi-topology routing, the goal is to design the minimum number of topologies so that all demands have their QoS requirements satisfied. As mentioned in Sec. II, this is typically realized by solving a series of inverse shortest path trees problems. When link weights are designed and deployed, traffic is routed over a set of $T_{D}$ topologies, each one corresponding to a new IGP instance. Routers exchange periodically LSA messages to propagate weights and they maintain a minimum spanning tree $S P T^{t}$ for every $t \in T_{D}$. Whenever network conditions evolve and the characteristic of links in terms of QoS changes, a significant update of the designed topologies, i.e. weights, may be required.

## C. vMTR: virtual MTR

In the case of vMTR, additional virtual topologies need to be designed from the set of existing real topologies. The central idea behind vMTR is rooted in Lagrangian relaxation, similarly to the LARAC [11] or GEN-LARAC [12] algorithms that find a path satisfying one or multiple QoS constraints, respectively. Indeed, virtual topologies are derived from real ones using a set of Lagrangian multipliers. A set of multipliers, each one associated with a real topology, is used to calculate and maintain link weights in a virtual topology. In this way, virtual topologies are automatically updated when QoS metrics on real instances change. In addition, virtual topologies are completely silent and do not exchange LSAs.


Fig. 1: System overview for vMTR.

For instance, a virtual topology can be created from two real topologies on loss and delay so that (virtual) link weights are defined by $\lambda^{l}$. Loss $+\lambda^{d}$. Delay with a vector $\lambda$ of multipliers associated to the topology. Virtual link weights are used by the shortest path tree algorithm inside routers to find constrained paths with end-to-end loss and delay constraints. Recall that, in practice, packet loss is made additive using the log function. In the general case, metrics from real topologies can be combined with any algebraic operation. However, without loss of generality, we will consider in the rest of the paper a linear combination. Considering other operations may help to further increase routing diversity and constraint satisfaction, but at the cost of some extra complexity. Indeed, Lagrangian algorithms are actually heuristic to solve the constrained shortest path problem and may not find feasible solutions when they exist (see Sec. VI). However, by design, vMTR based on a linear combination is guaranteed to route all demands for which paths can be found with LARAC.

To create and manage virtual topologies, a virtual weight designer module sits in the network controller, as depicted in Fig. 1. It takes as inputs the network topology, link metrics related to "real" IGP instances (e.g., cost, capacity, delay), a traffic matrix with a set of demands and their attributes (e.g., source and, destination, QoS requirements). It produces a set of $\left|T_{D}\right|$ vectors of multipliers, one for every virtual topologies, along with the mapping of demands to each topology. In practice it sends to all routers $\left|T_{D}\right|$ vectors to create $\left|T_{D}\right|$ virtual topologies, each vector being of size $\left|T_{Q}\right|$, i.e., the number of existing / real IGP topologies. Every router continuously maintains a LSDB with the set of virtual link weights derived from real metrics. As virtual topologies are based on real ones, no specific LSAs need to be advertised. These topologies are almost immediately available to route traffic as routers do not need to wait for LSA exchanges. When metrics in real topologies are updated, all the virtual weights and their associated shortest path trees are updated locally by devices. Traditional Dynamic SPT [32] mechanisms implemented in IGPs can be used to stabilize the system in case of frequent updates. No routing loops can occur as multipliers and virtual
metrics are positive. Unlike link weights in real topologies that need to be exchanged with LSAs, multipliers and the resulting virtual weights do not need to be integer. As for MTR, packets can be routed over a specific topology using QoS header fields like DSCP or ToS.

In terms of benefits and impact, one advantage of vMRT is the capability to explain a virtual topology as it is a combination of basic topologies related to metrics that users understand. This is impossible with MTR when weights are optimized by an algorithm. Actually, vMTR offers the possibility of manually or automatically setting multipliers to define a good tradeoff among basic topologies. An expert or customer can select the best multipliers according to his requirements. With regards to FlexAlgo, vMTR can be seen as a way to create new topologies (i.e., new metrics) over which "algos" are applied. We could even imagine an extension to the standard where multipliers are part of the algorithm definition and can be use to tune "algos" to meet QoS constraints. However, in this case, SR has to be rolled out.

Our proposition is in this paper two-fold: vMTR provides a way to create virtual topologies using multipliers and, on top of that, we propose in Sec. V-A an algorithm to automatically generate the said multipliers.

## IV. TOPOLOGY DESIGN PROBLEMS

The optimization problem associated with the design of topologies for MTR, defined by link weights, consists in creating the minimum number of topologies such that all demands are accepted. This problem is similar in vMTR but differs in the way weights are computed. Indeed, weights of virtual topologies are derived from real topologies. This section presents the ILP (Integer Linear Programming) models for both cases.

In the rest of the paper, we will assume that MTR and vMTR are used to route demands that cannot be accepted over basic topologies $\left|T_{Q}\right|$ (each one maintaining a shortest path tree over a single QoS metric). Also, to ease the presentation, we will omit demands for which a constrained path cannot be found.

## A. MTR

Let us introduce the variables to solve the topology design problem for MTR:

- $x_{a, k, t} \in\{0,1\}$ : equals 1 if the demand $k$ is routed along a path using link $a$ in the topology $t$, and 0 otherwise.
- $\pi_{u, v, t} \in \mathbb{R}^{+}$: is the potential of the node $u$, i.e., the distance between node $u$ and $v$ on the topology $t$.
- $u_{a, d, t} \in\{0,1\}$ : equals 1 if the link $a$ belongs to a shortest path towards destination $d$ on topology $t$, and 0 otherwise.
- $w_{a, t} \in \mathbb{R}^{+}$: the weight assigned to link $a \in A$ on the topology $t$.
- $y_{k, t} \in\{0,1\}$ : equals 1 if the demand $k$ is assigned to the topology $t$ (thus feasible for this topology), and 0 otherwise.
- $z_{t} \in\{0,1\}$ : equals 1 if the topology $t$ is deployed.

Let us consider $d_{K}$ the set of nodes that are destinations of at least one demand. We denote by $\omega^{-}(v)$ (resp. $\omega^{+}(v)$ ) the set of ingoing (resp. outgoing) links of node $v$.

As we do not know the needed number of topologies, we can consider an upper bound to create the right number of variables. This upper bound can be set by the number of designed topologies returned by the local search algorithm presented in the next section.

The ILP model is given by Fig. 2. This model is an extension of the well-known model from the literature (e.g., [30], [7]) to jointly create multiple topologies. The main goal is to minimize the number of designed topologies. Constraints (3) link the activation of topologies and demands routed on top of them. Inequalities (4) ensure that each demand is assigned to one designed topology. Equalities (5) are the well-known flow conservation constraints. Constraints (6) and (8) link routing variables and shortest path variables. Inequalities (7) guarantee that the induced shortest path tree is a tree, i.e., there is at most one outgoing link at each node. Constraints (9) and (10) ensure that the shortest path tree follows the weight $w$. Inequalities (11) are resource constraints.

## B. $v M T R$

For vMTR we need to add the following variables:

- $\lambda_{t, \bar{t}} \in \mathbb{R}$ : the multiplier associated with the basic topology $t \in T_{Q}$ and the virtual topology $\bar{t} \in T_{D}$.
and the following constraints:

$$
\begin{equation*}
w_{a, \bar{t}}=\sum_{t \in T_{Q}} \lambda_{t, \bar{t}} w_{a, t} \quad \forall a \in A, \forall \bar{t} \in T_{D} \tag{12}
\end{equation*}
$$

Remark that in the case of vMTR, we complete the designed virtual topologies with real MTR topologies when all demands cannot be accepted with vMTR. To manage the two kinds of designed topologies, we penalize in the objective function the activation of MTR topologies.

## V. Algorithmic solutions

This section presents algorithms for MTR and vMTR. While multiple algorithms exist for MTR (see Sec. II), we build upon one of them [13] to focus on QoS constraint satisfaction and minimize the number of designed topologies.

## A. MTR Algorithm

We developed a greedy algorithm to design the sets of weights, i.e., topologies, as shown in Algo. 1. It iteratively generates random weight vectors, fine-tuned to maximize the number of accepted demands using a local search algorithm. MTR topologies are created one by one, each time trying to accept a maximum number of demands. If the local search fails to generate a weight vector accepting any demands, it falls back to computing a valid resource-constrained shortest path for one of the remaining demands (using the TAMCRA algorithm [33]), then uses that path for building a valid weight vector from a new random one.

$$
\begin{align*}
& \min \sum_{t \in T_{D}} z_{t}  \tag{2}\\
& \begin{array}{ll}
\sum_{k \in K} y_{k, t} \leq z_{t} & \forall t \in T_{D} \\
\sum_{t \in T_{D}} y_{k, t} \geq 1 & \forall k \in K
\end{array}  \tag{3}\\
& \sum_{a \in \omega^{+}(v)} x_{a, k, t}-\sum_{a \in \omega^{-}(v)} x_{a, k, t}=\left\{\begin{array}{l}
y_{k, t} \text { if } v=s_{k}, \\
-y_{k, t} \text { if } v=d_{k}, \\
0 \text { otherwise; }
\end{array} \quad \forall v \in V, \forall k \in K, \forall t \in T_{D}\right.  \tag{5}\\
& x_{a, k, t} \leq u_{a, d_{k}, t} \quad \forall a \in A, \forall k \in K, \forall t \in T_{D}  \tag{6}\\
& \sum_{a \in \omega^{+}(v)} u_{a, d, t} \leq 1  \tag{7}\\
& u_{a, d, t} \leq \sum_{k \in K: d=d_{k}} x_{a, d_{k}, t} \quad \forall a \in A, \forall d \in d_{K}, \forall t \in T_{D}  \tag{8}\\
& w_{(u, v), t}-\pi_{u, d, t}+\pi_{v, d, t} \geq 1-u_{(u, v), d, t}  \tag{9}\\
& w_{(u, v), t}-\pi_{u, d, t}+\pi_{v, d, t} \leq M\left(1-u_{(u, v), d, t}\right)  \tag{10}\\
& \sum_{a \in A} \sum_{t \in T_{D}} r_{a}^{t} x_{a, k, t} \leq r_{k}^{t}  \tag{11}\\
& \forall v \in V, \forall d \in d_{K}, \forall t \in T_{D} \\
& \forall(u, v) \in A, \forall d \in d_{K}, \forall t \in T_{D} \\
& \forall(u, v) \in A, \forall d \in d_{K}, \forall t \in T_{D} \\
& \forall k \in K, \forall t \in T_{Q}
\end{align*}
$$

Fig. 2: Integer linear problem for the design of topologies in MTR.

The greedy algorithm uses a run-of-the-mill local search that encodes a solution by its weight vector, and the neighborhood of a solution is the set of weight vectors that differ from the solution by a single element. The fitness function used to evaluate a solution computes the shortest path tree according to the weight vector and counts the number of demands with a path respecting their required QoS .

Bley et al. [13] already proposed a local search algorithm for the IGP weight design problem, but we consider different assumptions. Firstly, while they consider an extended neighborhood (compared to ours) that takes into account load balancing, we only focus on the weight vector variation. Secondly, while they consider weights in the range [0, 20], we consider the whole range of possible OSPF weights ( $\left[0,2^{16}\right]$ ) The last point is particularly important since the definition of their neighborhood considers atomic changes in the weight $( \pm 1)$, which is quite effective considering the range of the weights. However, since we allow a much larger range of weights, we need to define a neighborhood that guarantees changes in the shortest path trees induced by the weights.

We thus generate meaningful neighbors (see line 25) computing the minimum increase or decrease in weight needed to change the shortest path trees. We call these values the up and the down delta-weight of a link, respectively. We denote by $\pi(u, v)$ the distance of the shortest path from $u$ to $v$ with the current link weights.

First, we define the down delta-weight $\delta_{v}^{-}(a)$ of a link $a=$ $\left(s_{a}, d_{a}\right)$ as the weight decrease needed to insert the link $a$ in the current shortest path tree $T_{v}$, rooted at $v$, in the place of the link $a^{\prime}=\left(s_{a}^{\prime}, d_{a}\right)$. Formally, we are looking for a value
$\delta_{v}^{-}(a)$ such that

$$
\begin{gathered}
\pi\left(v, s_{a}\right)+w_{(a)}-\delta_{v}^{-}(a)<\pi\left(v, t_{a}\right), \\
\delta_{v}^{-}(a)=\pi\left(v, s_{a}\right)+w_{(a)}-\pi\left(v, t_{a}\right)
\end{gathered}
$$

Second, we define the up delta-weight $\delta_{v}^{+}(a)$ of a link $a=$ $\left(s_{a}, d_{a}\right)$ as the weight increase needed to remove the link from the current shortest path tree $S P T_{v}$, rooted at $v$. Formally, we are looking for a value $\delta_{v}^{+}(a)$ such that
$\pi\left(v, s_{a}\right)+w_{(a)}+\delta_{v}^{+}(a)>\min _{a^{\prime} \in \omega^{-}\left(d_{a}\right) \backslash\{a\}}\left(\pi\left(v, s_{a^{\prime}}\right)+w_{\left(a^{\prime}\right)}\right)$.
Thus, the up delta weight of a link $a$ is given by

$$
\begin{align*}
\delta_{v}^{+}(a) & =\min _{a^{\prime} \in \omega^{-}\left(d_{a}\right) \backslash\{a\}}\left(\pi\left(v, s_{a^{\prime}}\right)+w_{\left(a^{\prime}\right)}\right)-\pi\left(v, s_{a}\right)-w_{(a)}  \tag{13}\\
& =\min _{a^{\prime} \in \omega^{-}\left(d_{a}\right) \backslash\{a\}} \delta_{v}^{-}\left(a^{\prime}\right) \tag{14}
\end{align*}
$$

Once we computed the delta-weight of each link, we can propagate them (see line 40) up the tree. Indeed, any weight change occurring in the higher depth of the tree will impact the distance of the descendants. Given a link $a_{1}=\left(s_{1}, d_{a_{1}}\right)$ and its swapped link $a_{2}=\left(s_{2}, d_{a_{1}}\right)$, we can propagate their up and down delta-weight up to their lowest common ancestor in the tree. Formally, if $u$ is the lowest common ancestor of $s_{a_{1}}$ and $s_{a_{2}}$ in $S P T$, and $p_{T}\left(v_{1}, v_{2}\right)$ is the path from $v_{1}$ to $v_{2}$ in $S P T$, we have the following properties:

$$
\begin{aligned}
& \forall a \in p_{T}\left(u, s_{1}\right), \delta^{+}(a)=\delta^{+}\left(a_{1}\right), \\
& \forall a \in p_{T}\left(u, s_{2}\right), \delta^{-}(a)=\delta^{-}\left(a_{2}\right)
\end{aligned}
$$

Finally, we need to consider all possible shortest path trees in the graph. We can combine their up and down delta-weight by taking the minimum over all trees.

```
Algorithm 1 Greedy algorithm for MTR
    function \(\operatorname{Greedy}(G=(V, A), d, l, K)\)
        \(\mathcal{T} \leftarrow \emptyset \quad \triangleright\) Set of weight-demands pairs
        while \(K \neq \emptyset\) do
            \(w \leftarrow\{\mathcal{U}(0,65535) \mid a \in A\} \quad \triangleright\) random values
            \(w \leftarrow \operatorname{LocalSEARCh}(G, w, d, l, K)\)
            \(K^{\prime} \leftarrow \operatorname{GetAcceptedDemands}(G, w, d, l, K)\)
            if \(K^{\prime}=\emptyset\) then
                \(p \leftarrow \operatorname{TAMCRA}(G, d, l, K)\)
                    \(w \leftarrow\{\mathcal{U}(0,65535) \mid a \in A\} \quad \triangleright\) random values
                        for all \(a \in p\) do
                    \(w_{a} \leftarrow 1\)
                    \(K^{\prime} \leftarrow \operatorname{GetAcceptedDemands}(G, w, d, l, K)\)
                \(\mathcal{T} \in \mathcal{T} \cup\left(w, K^{\prime}\right)\)
                \(K \leftarrow K \backslash K^{\prime}\)
    function \(\operatorname{localSearch}(G=(V, A), w, d, l, K)\)
            \(\tilde{K} \leftarrow \operatorname{GetAcceptedDemands}(G, w, d, l, K)\)
            \(\left(w^{*}, K^{*}\right) \leftarrow(w, \operatorname{GEtACCEPtedDemands}(G, w, d, l, K))\)
            for \(i \leftarrow 0\) to maxIte do
                \(\mathcal{W} \leftarrow \operatorname{GENERATENEIGHBORHOOD}(w, G, d, l)\)
                \(w \leftarrow \arg \max _{w \in \mathcal{W}}\) GETACCEPTEDDEMANDS \((G, w, d, l)\)
                \(\tilde{K} \stackrel{\tilde{\kappa}}{\operatorname{GEtACCEPtEDDEmANDS}}(G, w, d, l, K)\)
                if \(|\tilde{K}|>\left|K^{*}\right|\) then
                    \(\left(w^{*}, K^{*}\right) \leftarrow(w, \tilde{K})\)
            return \(w^{*}\)
    function GENERATENEIGHBORHOOD \((w, G=(V, A))\)
        \(\left(\delta^{+}, \delta^{-}\right) \leftarrow\) COMPUTEDELTAWEIGHTS(G, w)
        \(\mathcal{W} \leftarrow \emptyset\)
        for all \(a \in A\) do
            \(w^{-} \leftarrow w\)
            \(w_{a}^{-} \leftarrow w_{a}+\delta^{-}(a)\)
            \(w^{+} \leftarrow w\)
            \(w_{a}^{+} \leftarrow w_{a}+\delta^{+}(a)\)
            \(\mathcal{W} \leftarrow \mathcal{W} \cup\left\{w^{+}, w^{-}\right\}\)
        return \(\mathcal{W}\)
    function ComputedeltaWeights \((G=(V, A), w)\)
        \(\delta^{+} \leftarrow\{\infty \mid a \in A\}\)
        \(\delta^{-} \leftarrow\{\infty \mid a \in A\}\)
        for all \(v \in V\) do
            \(T, d \leftarrow\) DijkstraShortestPathTree \((G, v, w) \triangleright\) Get
    shortest path tree with distances
        for all \(\left(s_{a}, t_{a}\right) \in A \backslash T\) do
            \(v_{A} \leftarrow \operatorname{LowestCommonAncestor}\left(T, s_{a}, t_{a}\right)\)
            for all \(a^{\prime} \in p_{T\left(v_{A}, s_{a}\right)}\) do
                    \(\delta^{-}\left(a^{\prime}\right) \leftarrow \min \left(\delta^{-}\left(a^{\prime}\right), d\left(s_{a}\right)+w(a)-d\left(t_{a}\right)\right)\)
            for all \(a^{\prime} \in p_{T\left(v_{A}, t_{a}\right)}\) do
                    \(\delta^{+}\left(a^{\prime}\right) \leftarrow \min \left(\delta^{+}\left(a^{\prime}\right), d\left(s_{a}\right)+w(a)-d\left(t_{a}\right)\right)\)
```


## B. vMTR Algorithm

The weight design problem for vMTR consists in maximizing the number of accepted demands (first objective) while minimizing the number of virtual topologies (second objective). To create a virtual topology with vMTR over 2 basic topologies (e.g., delay and loss), we consider a single multiplier $\lambda$ that provides the following virtual weight $r_{a}^{t}=r_{a}^{1}+\lambda r_{a}^{2}$ for each link $a \in A$. A multiplier $\lambda$ is said to be feasible for demand $k$ if the shortest path $p$ over link metrics $r_{a}^{t}$ satisfies the maximum constraint on the end-to-end consumption for both resources, i.e., on $r_{k}^{1}$ and $r_{k}^{2}$.

In the following, we first present some properties for this
particular case with 2 resources and then, we propose an exact algorithm that solves the problem in polynomial time.

Lagrangian properties. As one multiplier can cover several demands, a natural question is: does there exist one or several intervals of feasible multipliers for a given demand? In this section, we provide an answer to this question that allows solving the vMTR problem in polynomial time afterward.

Let us introduce the Constraint Shortest Path problem (CSP) where the goal is to find a path minimizing a resource under an additive end-to-end resource constraint. In [34], the authors propose and analyze the LARAC algorithm, a polynomial time heuristic solution for the CSP problem based on Lagrangian relaxation. This algorithm computes a multiplier $\lambda^{*}$ and the solution it returns is the shortest path $p_{\lambda^{*}}$ in the graph where the cost of each link $a \in A$ is given by $r_{a}^{1}+\lambda^{*} r_{a}^{2}$.

The most interesting claim proved in [34] for us is given below.

Claim 1. [34] If $\lambda<\lambda^{*}$, then $\sum_{a \in p_{\lambda}} r_{a}^{2} \geq r_{k}^{2}$ and if $\lambda>\lambda^{*}$, then $\sum_{a \in p_{\lambda}} r_{a}^{2} \leq r^{2}$

This claim is the core of our vMTR algorithm.
We denote by $\lambda_{k}^{1 *}$ (resp. $\lambda_{k}^{2 *}$ ) the multiplier provided by LARAC algorithm when resource 2 (resp. resource 1) is minimized and resource 1 (resp. resource 2) is constrained. As proved in [34] this multiplier is optimal.

The following proposition ensures that, for a given demand, only one range of multiplier is feasible for the two resources.

Proposition 1. For a given demand $k \in K$, a multiplier $\lambda_{k}$ is feasible for $k$, if

$$
\lambda_{k}^{2 *} \leq \lambda_{k} \leq \frac{1}{\lambda_{k}^{1 *}}
$$

Proof. Let us consider the shortest path $p$ where link costs $r_{a}^{2}+\lambda_{k}^{1 *} r_{a}^{1}, \forall a \in A$ are considered. The path $p$ is also the shortest path in the graph where link costs are $r_{a}^{1}+\frac{1}{\lambda_{k}^{1 *}} r_{a}^{2}, \forall a \in$ $A$. Indeed, for each $a \in A$, dividing $r_{a}^{2}+\lambda_{k}^{1 *} r_{a}^{1}$ by $\lambda_{k}^{1 *}$ induced $r_{a}^{1}+\frac{1}{\lambda_{k}^{1 *}} r_{a}^{2}$. Thus, thanks to the claim 1 , all $\lambda_{k}^{2} \geq \lambda_{k}^{2 *}$ induced a shortest path where resource 2 is respected and all $\frac{1}{\lambda_{k}^{1}} \leq \frac{1}{\lambda_{k}^{1 *}}$ induced a shortest path where resource 1 is respected. Thus all $\lambda_{k}$ such that $\lambda_{k}^{2 *} \leq \lambda_{k} \leq \frac{1}{\lambda_{k}^{1 *}}$ are feasible for the two resources.

For a given multiplier $\lambda$, we may have several paths that are the shortest, but one of them can be unfeasible for resource 1 or 2 . To address this issue, we modified the Dijkstra algorithm to find all shortest paths between two nodes in a graph and we slightly changed the $\lambda$ value by adding an $\epsilon$ until all shortest paths are valid or only one path is the shortest.

In the following, for a given demand $k$, we denote $\lambda_{k}^{\min }=$ $\lambda_{k}^{2 *}$ and $\lambda_{k}^{\max }=\frac{1}{\lambda_{k}^{1 *}}$. Thanks to the convergence of LARAC algorithm [34], $\lambda_{k}^{\text {min }_{k}^{k}}$ is minimum for each demand $k \in K$ and $\lambda_{k}^{\max }$ is maximum for each demand $k \in K$.

From Proposition 1, we can derive an efficient polynomial algorithm to solve the weight design problem for vMTR. As a pre-processing step, we compute the multipliers $\lambda_{k}^{\min }$


Fig. 3: Example of non shortest paths uniqueness with $\lambda=13$.


Fig. 4: Example with 6 demands. Intervals between $\lambda_{k}^{\min }$ and $\lambda_{k}^{\max }$ are represented for each demand $k$. The first multiplier $\lambda_{1}$ covers the green demands, the second multiplier $\lambda_{2}$ covers the blue demands and $\lambda_{3}$ covers the orange demand.
and $\lambda_{k}^{\max }$ for each demand $k \in K$. Each demand where $\lambda_{k}^{\min }>\lambda_{k}^{\max }$ is discarded as it cannot be routed with vMTR. At the end of the procedure, the pool of discarded demand is processed with the MTR algorithm (Sec. V-A). The overall goal is to minimize the number of MTR topologies, as they generate LSAs and do not adapt to evolving network conditions.

Exact algorithm. The goal of this algorithm is to find a set of multipliers $\Lambda$ such that all demands are covered. A multiplier $\lambda$ covers a demand $k$ if $\lambda$ is feasible for the demand (see Proposition 1). At each step, we find a new multiplier to add in $\Lambda$ such that some uncovered demands become covered with the new multiplier. More formally. Let $\bar{K}$ be the set of demands covered at the current step, and respectively, $K \backslash \bar{K}$ the set of uncovered demands.

Algo. 2 describes the whole algorithm and an example is given in Fig. 4. First, the algorithm orders the $\lambda_{k}^{\max }$ in increasing order. Then, at each step, it selects a $\lambda_{k^{*}}^{\max }$ to add in $\Lambda$ such that all uncovered commodities have an associated $\lambda_{k}^{\max }$ greater or equal to the selected $\lambda_{k^{*}}^{\max }$. It continues until all demands are covered.

Complexity and generalization. To summarize the approach above, the problem is solved in two steps. First, we define the space of valid multipliers for each demand. Second, we search the minimum number of multiplier vectors such that

```
Algorithm 2 Weight design algorithm for vMTR
    function \((G=(V, A), K)\)
        \(\bar{K}=\emptyset, \Lambda=\emptyset\)
        \(\sigma\) ordering of demands \(k \in K\) in increasing order of \(\lambda_{k}^{\max }\)
        while \(K \backslash \bar{K} \neq \emptyset\) do
            \(\lambda^{*}\) the smallest \(\lambda_{k}^{\max }\) such that \(k \in K \backslash \bar{K}\)
            add in \(\bar{K}\) all demands covered by \(\lambda^{*}\) not in \(\bar{K}\)
            add \(\lambda^{*}\) in \(\Lambda\)
        return \(\Lambda\)
```

all demands are covered.
The dimension of the space of valid multipliers is equal to $\left|T_{Q}\right|-1$. For the case with 2 basic topologies, we have only 1 dimension, which can be represented by an interval graph and the problem is polynomial as presented above. If we consider 3 basic topologies, we have 2 dimensions that can be represented by a plane. In this case, we can consider that the area of valid multipliers, vector of size 2 , represents a rectangle, which is a particular case of our problem. This kind of graph is called boxicity 2 -graph. For the interval graph or a boxicity 2 -graph, the selection of the minimum number of multiplier vectors consists in solving a clique cover problem in the graph $H=(K, I)$ where $K$ is the set of demands and $I$ is the set of links. Two demands are linked if and only if they share a common valid multiplier vector. This problem is NP-hard for a boxicity 2-graph which is a particular case of the problem when 3 basic topologies are considered and polynomial for an interval graph [35].

## VI. Performance evaluation

We now compare MTR and vMTR over a set of instances generated from SNDlib [36].
Description of instances. These instances contain the geographical coordinates for each node and the link capacities between them. We selected 15 large topologies. For each network, we have considered two resources, the loss and the delay. For each link, the packet loss is set to be inversely proportional to the link capacity and the delay is considered to be proportional to the distance. To avoid trivial instances, we generated all demands between each pair of routers. We set the maximum end-to-end loss (resp. delay) to one of the shortest path on the loss (resp. delay) minus $\epsilon$. This ensures that the demands cannot be routed on basic topologies, i.e., loss or delay. For each demand, we solved optimally, i.e., not using LARAC, the constraint shortest path problem to ensure that a solution exists. If no solution exists for a demand then we did not consider it. All instances are available at [37].
Numerical results. Fig. 5 presents violin plots to summarize results over all 15 instances. We can see, in Fig. 5a, that vMTR reduces the number of real topologies compared to MTR, from an average of 8.41 to 5.41 . It also reduces the maximum number of needed topologies from 20 to 12 , and it also avoid the need for any real topology in some cases. vMTR requires an average of 4.08 virtual topologies. The decrease in the number of real topologies can be easily explained by looking at the number of average demands per topologies in


Fig. 5: Comparison of MTR and vMTR using violin plots.

Fig. 5b. vMTR virtual topologies can accept more demands than MTR real ones: in average, a vMTR topology holds 32.7 demands while, in average, MTR topologies hold 18.7 demands. In some cases, we can even have virtual topologies with 131.4 demands. However, real topologies in vMTR hold less demands because the remaining demands not covered by a virtual topology are harder to cover with the greedy MTR algorithm. Recall that as our implementation of vMTR with a linear combination of real topologies is based on the same principle as LARAC, which is a heuristic solution to the CSP problem, some demands cannot be satisfied with virtual topologies and real ones need to be added to ensure $100 \%$ traffic acceptance.

Fig. 5c shows the execution times for both solutions. For vMTR, we present the time required to compute lambda multipliers for virtual topologies as well as the time needed by the greedy algorithm to provision the remaining demands over real topologies. vMTR, once again, shows an improvement over MTR with an average time of 86.2 s over 141.3 s , and it also decreases the maximum time from 740.5 s to 411.1 s . The computational time to compute only the virtual topologies is really small. It is due to the polynomiality of the algorithm.


Fig. 6: Violin plots of the QoS robustness which is, for a demand and a metric, the ratio between the end-to-end QoS of the provided paths and the requested QoS. A value of 1 for a given metric means that the path of a demand is at its maximum resource consumption.

Finally, we study the robustness of the two approaches against changes of QoS metrics. To this end, we define the $Q o S$ robustness of a demand, for a given QoS metric, as the ratio of its provisioned path QoS over its end-to-end QoS requirement. A QoS robustness of 1 means that the provided path QoS equals the required QoS , and any increase of this QoS metric in the path's link would invalidate the path. While we can see in Fig. 6 that both solutions provision demands on strict paths (ratio of 1), on average, vMTR provides paths that are more robust to QoS changes than MTR ( 0.75 and 0.79 for vMTR vs 0.85 and 0.88 for MTR, for delay and losses, respectively). Remark that the robustness is slightly better from the delay point of view if we compare with the Loss. This is due to the distribution of metric values in our instances. For the two solutions, we have a better maximum robustness for the delay than for the loss. We then have more flexibility to improve the robustness of the delay.

## VII. Conclusion

We introduced a new IGP extension, called virtual MTR (vMTR), to dynamically maintain a set of virtual routing topologies. This solution aims at increasing routing flexibility in multi-topology routing to follow evolving network conditions and support heterogeneous QoS requirements while reducing the overhead from LSAs and weight updates. We presented a polynomial and exact algorithm for vMTR when virtual topologies are derived from two real topologies and a local search algorithm for MTR as benchmark. We showed that vMTR can help reducing the number of real topologies and is more robust to QoS changes.
Future work along these lines include several directions. First, we may propose an efficient algorithm for the design of MTR topologies jointly with the creation of virtual ones in vMTR. We can also design lambda multipliers considering traffic scenarios or uncertainty sets on traffic. Also of interest, we may consider non additive and non linear ways to combine real topologies. Finally, we may develop efficient algorithms for the hard case where more than two real topologies are used to derive virtual ones.
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