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Abstract— We propose in this work a single copy and multi-hop node diversity. They address ways several copies of the mes-
opportunistic routing scheme for sparse delay tolerant netorks  sage can be disseminated among several carriers to increase
(DTNs). The scheme uses as only input the estimates of theyhe chance that it would reach the destination. Knowledge
average inter-contact times between the nodes in the netwir . . . .
Defined as the fixed point of a recursive process, it aims at min based Strateg'_e_s make use of 'nf_o_rmat'on that no_d_es obtain
mizing delivery time in case of independent exponential pawise about connectivity or network conditions to make efficientt f
inter-contacts. The two properties of loop-free forwarding and warding decisions that improve routing performance. Hybri
polynomial convergence make the scheme workable for routth approaches, as suggested, combine both the replication and
in DTNs. The routing performances of the scheme are evaluate knowledge based strategies.

on three publicly available reference data sets. Comparists with . . .
well known single-copy schemes, including MED and théwo hop The knowledge and hybrid based routing schemes aim at

relay strategy, consistently demonstrate improvements for both reaching high delivery ratio, low average delivery delays a
delivery ratio and delay. limited overhead. The general principle of these approsche

is the following: a node routing a given message applies
forwarding rules that tell it, for each other node it encaust
whether it should give it the message (or copies of the
In delay tolerant networks (DTNSs) [9] nodes are typicallynessage) or whether it should keep it. The rules are hasisti
mobile and have wireless networking capabilities. They atlkat estimate whether the encountered node is closer to the
able to communicate with each other only when they adestination. Different proposals use different sdéstanceor
within transmission range. The network suffers from fragueutility measures.
connectivity disruptions, making the topology only intédkrm  Chen and Murphy [7] define a utility function that locates
tently and partially connected. This means that there is itee relay node within a connected cluster that is closest to a
guarantee that an end-to-end path exists between a gidistonnected destination. Lindgren et al. [20] rely on rsode
pair of nodes at a given time. Examples from the recehtiving a community mobility pattern. Their scheme uses
literature include the DieselNet project [24], which fea® history of encounters and the transitivity of the estimated
communication devices deployed in a regional bus systedglivery probability to distinguish between candidateaysl
and Pocket Switched Networks (PSNs) [6], which are formeédodes mainly remain inside their community and sometimes
by devices that people carry every day, such as cell phoneisjt the others. As a consequence, a node may transfer a
PDAs, and music players. message to a node that belongs to the same community
The main contribution of this work is the introduction andas the destination. Burns et al. [4] use both information of
evaluation of a novel opportunistic routing scheme for sparcontacts between nodes and of visits to locations for rgutin
DTNs built upon the fixed point of a recursive process. Thehe movement patterns are structured and each node learns
scheme is single copy, thus keeping the load in the netwdHe probability that another node can successfully delaver
low. It uses as only input the estimates of the average intenessage to the destination. Burgess et al. [3] have propbsed
contact times between the nodes in the network. The schepietocol MaxProp in the context of a real DTN deployment on
provides an opportunistic version of thdinimum Expected 40 buses. This protocol uses meeting probabilities to fittdgpa
Delay (MED) routing introduced by Jain et al. [13], wherebyin association to complementary mechanisms for improving
a node relays a message to a neighbor that is closer, in tepasformance in terms of delivery ratio and latency such as
of total expected delivery time, to the destination. It isge buffer management and transmission scheduling. Leguay et
free and convergences polynomially, which make the schemle [18] define a high-dimensional Euclidean space, called
workable for routing in DTNs. We formally derive the schem&lobySpace, constructed upon nodes mobility patterns. The
for the case of heterogeneous independent exponential inspecific MobySpace evaluated is based on the frequency of
contacts and evaluate it through simulation on three ratere visits of nodes to each possible location.
data sets publicly available in the CRAWDAD archive [1].  The present work fully exploits the transitivity that the
Following the taxonomy introduced by Jones et al. [16Histance or utility measures introduce. Lindgren et al.] [20
routing propositions for DTNs can be divided into three maitake into account transitivity as one of the three companent
categories:replication based,knowledgebased andhybrid of the heuristics used to compute thelivery predictability
strategies. Replication based approaches take advanfagefany node to any destination that informs routing decision

I. INTRODUCTION



Burns et al. [4] discussed the impact of several relayingsstesets showing that the scheme, although derived formallyren t
on their scheme but used only the single relay formula fonodel, provides enhanced performance beyond the original
routing. We propose a workable solution and algorithm thatobility hypothesis.

generalises these previous works. It is based on estimatinghe rest of this paper is structured as follows. Sec. I
expected message delivery time and faithfully accounts fmtroduces our novel opportunistic routing scheme, and Hec
the effects of transitivity in the case of any number of relgy provides its evaluation. Sec. IV discusses the routingseise

steps. that we proposed. Sec. V concludes the paper.
The distance that the algorithm computes is thus capable
of anticipating the effects of future relaying opportuegito I1. FIXED POINT OPPORTUNISTIC ROUTING

improve routing performances. To derive the scheme, w¢ star
from the two hop relaystrategy introduced by Grossglausefouting strategy that is obtained as a fixed point of a recarsi

a_md Tse [11] in which one relay is .USEd _to reach the _d_esn%gorithm that minimizes the delivery delay of messagesser
tlon.Then,we use the exp_ec_te_d dellveryt|me to the desﬂnatth? DTN. Central to the establishment of this result and
as the distance to be minimized to define the best set t8' the derivation of the routing scheme and algorithm is a

candidate relays. As we recursively increase the numberrﬁ moryless hypothesis akin to the well known properties of

:ﬁlaym? st;epds,dyhte exp(tect(;? ddellv;e_ryt_nme dt|m|n|]§he3, ? ependent exponential variables. This inter-contactieho
€ estimated distance 1o the destinalion gets retined. othesis is introduced in Sec. II-A. Sec. II-B derives the

proc_edure is shown to converge and provides a fixed PO¥dtmula for expected delivery delay for thievo hop relay
routing strategy that decreases the overall expectedaﬂgzhvscheme of Grossglauser and Tse [11]. Sec. II-C introduces

time. a variation of thetwo hop relayscheme leading to minimum

The scheme uses the average meet_lng times between ag%y and Sec. II-D extends the later to the multi-hop case
two nodes to distinguish among candidate relay nodes. ﬁ‘ging a recursion

we will see by looking at real life data sets (see Sec. lll),

these average meeting times span a large spectrum of values i

the DTN. To anticipate the effect of successive relayingsteA- Inter-contact pattern model

on delivery time, the scheme makes use of a formal modelFor the purpose of our study we model the inter-contact
of inter-contact patterns between nodes. Many of the modelstterns between any two nodes in the network as a set of
used for evaluating DTN routing protocols do not explicitlyndependent Poisson processes. In other words interaonta
address the inter-contact variability that we observedhim ttimes between any two nodésnd j are independent identi-
data sets. For example, Spyropoulos et al. model mobility célly distributed(iid) random variables and th@d) variables
nodes as independent random walks on a torus, and uséoliow exponential distributions with parametets.

to analyze the performance of different routing scheme$ [22 The average inter-contact time is given Ak, so different
Their model considers all pairs of nodes to follow the samalues of the parameter account for the heterogeneity ef-int
law, with the same parameters. ThHismogeneityhypothesis contacts in the network. In real data sets, a nodenly

is common to many DTN models. Groenevelt et al. [108ncounters a subset of all other nodes in the network. We call
study a multicopy version of théwo hop relay strategy these nodes thaeighborsof i, and each of these neighbors
for the homogeneous model that captures the charactsristicencountered with a different average time. In the model, i
of the network through a single parameter representing thedes andj never meet we seY;; = 0 and the corresponding
expected inter-contact time between any two pairs of nodeserage meeting time/4;; is infinite.

Chaintreau et al. [6] model the sequence of contacts as @&he model is used in the derivation of the opportunistic
discrete renewal process, and study power-law distributednimum delay scheme to evaluate the first encounter time
inter-contacts. Karagiannis et al. [17] analyze mobiligces between any node and any subset of its neighbors. This
and explain the observed exponential tail behavior of inteés where the exponential and independence hypotheses are
contact times with a simple random walk on a two dimensionased (see Sec. II-B). The equations that define the routing
torus followed by all nodes in the network. In the presentkyorscheme only make use of the average meeting times between
we model pairwise contacts as independent Poisson pracedbe nodes. This makes it possible to estimate the required
with different parametersContrary to previous work, we putaverage meeting time inputs from real data, and to analyze
the focus on capturing the differences in average intetamin the performances of the scheme in cases that do not fully
times between any node and its neighbors. The model is cruaenply with the hypotheses that were used to derive it.

and we do not claim it matches all real-life inter-contact The formal derivations and results below still hold if we
behaviors, in particular complex ones that would involve meplace the model above by what Carreras et al. designate the
mixture of different pairwise laws (e.g., a mix of lightdtand Marks Memoryless model [5]. In that case the exponential
heavy-tail distributions). Our solution is built upon a many+  distribution hypothesis can be dropped and replaced by any
less model which is supported by some recent theoretichstribution with finite expectation. One could then comsid
and experimental results [17], [14]. Its purpose is to ceptutruncated power laws (e.g., power laws with an exponential
average inter-contact time heterogeneity and remainatpéet cut-off as in [17]) for pairwise inter-contact distributis. Note

for the derivation of the multi-hop routing scheme. We alsthat the scheme would nevertheless not apply to pure power-
validate the overall DTN routing scheme on three real lifadalaws with shape parameter lower than 2 as they do not have

In this section we present a single copy and multi-hop



finite expectations. The Marks Memoryless model keeps a
strong independence hypothesis since the identity of tlie no E[Df] =1/Aw (2)

pair that meets at each encounter instant is independent O{'he total delivery timeZ, along path, i.e., conditioned on
the encounter time. Carreras et al. show on several siroolat; ' '

hsing node as a relay, is thus the sum of the first encounter

examples that_ .thls is verified by. some instances of the MQFhe X andE[Dy] the remaining delivery time between nodes
common mobility models used in the MANET community, .44 and thus:

namely Random Walk, Random Direction and Random Way- 1 1
point. But this is probably still too strong to cover all refta EZ]=—+— 3)

sets as we will discuss in Sec. IV. ] ) ) As A S
The total delivery timeZ is computed by conditioning on all

possible first encountered nod&s,ro, ...,rh_»2, events whose
) probabilities are given by)/%.

The two hop relaystrategy works in two phases [11]. In" after simplification, this leads to the following mean deliv
the first phase, the source node waits for its first encouthtergy time for 2-MH:

neighbor. If this neighbor is not the destination, the seurc

uses it as a relay, gives it the message and does not keep 2-MH7 _

a co : o EDG ™= ——<——— 4

py. In the second phase, the relay node waits until it Yr#sAsr

meets the destination to deliver the message. In the rebiof t )

paper, by convenience of notation, ttveo hop relayscheme C. Optimaltwo hop relaystrategy

is denoted 2-MH (two-hop version of a potentially Muti-Hop The minimum delay routing strategy is based on the pre-

routing scheme). vious 2-MH scheme. We derive 2-MHwhich transfers the
Let us first consider the first phase. The message is injectedssage only to @&ubsetof neighbors of the source that

at sources at time instantt. The first noder it encounters minimizes the expected delivery time in case of independent

may be any of then— 1 other nodesl,ry,ro,....,rh_2 and the pairwise exponential inter-contacts.

time X it takes to meet this first node is the infinum of the Instead of considering all neighbors of source node s as

B. two hop relaystrategy

(1+ Zryés,ryéd ?Tsdr)

inter-contact times with all other nodes: candidate relays, as in the 2-MH scheme, let's consider that
. the source node forwards the message only to nodes in a
X = inf (Reg RtSfl’ ""Rtsrnfz) @ subsetR. We call this a 2-MI scheme. Following the same

whereR,, is the remaining inter-contact time, afterbefore line of reasoning as in Sec. II-B, and definingA\4q =0, one
the next contact between nodesndr. By the memoryless finds that the expected delivery time is given by:

roperty of the exponential distributioRy, is also exponential A
property p Re, P (1+5rerde)

with parametens;. E[DggMHR] e (5)
Since all@ri are independent exponentials with parameters SrerAsr
Asr,, we have (see [2, p.328]): We define 2-MH to be a 2-MH scheme which uses a
« The random index of the first node encountered issubsetR that minimizesE[DZ;M""].
independent of the first encounter tirte Brute force minimization amounts to testing all subgetsf
« X is exponentially distributed, with parameter: neighbors of source node The complexity of the algorithm
Ns = Asq+ Zin;f()\sri) is exponential in the degreds of nodes. The structure of
« Pr(First node encountered is = % Eqg. 5 allows for the definition of an algorithm which is linear
S

This means that we can represent the first phase as inlfleds (Sé€ Sec. VI-A). To find t?feMagbse‘fSOf neighbors of
pendently identifying the encountered node (with protigbil SOUrce node that minimizeE[Dg, ™" | (Eq. 5), we propose
),‘\—sz) and adding an exponential waiting time with parametdpe following algorithm:

Ns. 1

Two cases may arise: either the first node encountered for every destination dio
equalsd, ands delivers the message with expected ti%se or Sort its neighbors in incr(izasing1 mean int(ler-contact tinres,
r #d and node waits to meet nodd to deliver the message. which case we have: @ 3 < x- <. < 5

Aod =" = Ang . -
Initialise the result set = & and’ corresponding minimal
mean delivery time (using séj ¢ = T
fori=1..ndo

Add nodei to setl and computeE[DZ;MH'] (as in

Let's evaluate the time it takes forto meetd and deliver
the message. If the message is received by node time
t (let's say), its delivery time is equal t&,, the remaining

inter-contact time before the next contact between nodesl Eq. 5)
d. The memoryless nature of exponentials implies tRgt If this value is strictly larger tham;, remove nodé
follows an exponential distribution with the same paramete from | and stop

Otherwise, place this value iy

Arg as the inter-contact time. The mean expected delivery time end

for a message at nodeawaiting delivery tod is thus given _ end
by:

1 _ L o At the end, the optimal set of nodes is foundlimand the
The decoupling of mean waiting time and identity of the emtered

node is the key to the derivation of the scheme. In the casdeMarks corrgspondlng minimal delay ia. Proof of the algorlthm 1S
Memorylessclass, this result is provided by Wald’s Lemma. provided in Sec. VI-A.



D. Multi-hop relay strategy I1l. COMPARING ROUTING PROTOCOLS

2 This section looks at the routing behavior and performances

the protocols described above and presents the results of
Simulations we performed using mobility traces to study how
t?_ey compare with some well known approaches.

In this section, we show that recursively applying the
MH* scheme leads to a fixed point that minimizes the del
in the case of an arbitrary number of intermediate relay sod

Let’s introduce one more hop in the single relay scheme
MH*. Nodes now chooses the best first encountered neighbors
based on the assumption that they will relay the messadesExperimental data sets
following the 2-MH relay scheme. For a given set of first We describe here the contexts in which the data sets we
encountered neighboR the total expected delay is given byused have been collected. All of these data sets are publicly

available in the CRAWDAD archive [1].

1 A< E DZ*MH
(1+3rerASEDY ™)) (6) Dartmouth data

3-MHRy _
E[Dsd ] - ZreRAsr

This connectivity data set has been inferred from traces col
minimizing Eq. 6 for all set® of neighbors ok is obtained |ected in the Wi-Fi access network of Dartmouth College [12]
by applying the same algorithm as for 2-MH, since Eq. $hese traces were pre-processed by Song et al. [21]. They
is deduced from Eq. 5 by replacing- by E[D%™"]. The {rack users’ sessions in the wireless network, noting te ti
latter value represents an improved expected delivery tiegt which nodes associate and dissociate from access points.
the destination. Intuitively this increases the attramtiess of Although the Dartmouth data is not from a DTN network,
routes going through node thus increasing its chances Ofihey are perhaps the richest data set publicly available tha
being added to the list of relaying neighbors. tracks users in a campus setting. Jones et al. [15], Leguay et
Gradually introducing further relaying steps amounts tgl. [18], and Chaintreau et al. [6] have recently used these
recursively applying the process. The sequence of valuggces in a similar way.
E[DZ;M1], E[D3;MH], ..., E[DI;MH] thus created is decreasing We only consider the subset of users who were present in
and positive (see Sec. VI-B), so it converges to, let's sage network every day between January’Z804 and March
E[DMH*]. E[DM*] is necessarily attained in a finite numben 1" 2004, an academic period during which we expect nodes’
of steps (since there are only a finite number of possible-intectivity to be fairly stationary. This data set contains &34rs,
mediate nodes) and is a fixed point for the recursive procegg.nodes. A few judicious assumptions are required to adapt
Because the seR}; realises the fixed point, the forwardingthe Dartmouth data for DTN studies. First, we assume that
strategy simply amounts, for nodeto relaying any messagetwo nodes are in contact if they are attached at the same time
with destinationd to any first encountered neighborRj;.  to the same access point (AP). Then, we filter the data to
One can establish the following two properties of loop-freemove the well knowping-pongeffect. Wireless nodes, even
forwarding and polynomially bounded convergence that mak@n-mobile ones, can oscillate at a high frequency between
the scheme workable for routing in DTNSs. two APs. To counter this, we filter all the inter-contact tane
First forwarding a message with MHis loop free Re- below 1,800 seconds (30 minutes). Note that defining better
member that a message with destinatibris transfered by filtering methods, although challenging, would be of instre
any nodei to the first nodej in set R} it meets. The forthe community. As this is not the purpose of this work, we
reason why there is no loop is because transfers always gqwose here the threshold that Yoon et al. [25] used for the
to nodes that are strictly closer to the destination. Alltnesame purpose. We use this inferred data set for the remainder
relay nodesj have an expected delivery time tb strictly of this paper.
lower than that of the current relay noddsee Sec. VI-C).
This implies that for any route a bundle takes, the sequence
of nodes it Visitsj, i1, iz, ...,ip, Necessarily verifieg [DMH*] < Chaintreau et al. [6] used iMotes (Bluetooth contact log-

|
EDMH] < ... < E[ngg'*]. If there were a loop, it would meangers from Intel) to acquire proximity contacts that occdrre

iMote data

i1 - . S = .
that one of the visited nodas,...,ip is i, SO we would have between participants in the student workshop atltifecom

E[DMH*] < ... < E[DMH*], which is a contradiction. 2005research conference. Students were asked to carry one of
Secondhe routing algorithm of Sec. II-C has complexity ofhese sensors in their pocket at all times. Due to Blueteoth’
O(L.n?.D). L is the diameter of theinary connectivity graph short range, authors logged instances when people were clos

in which two nodes share a link whenever they have beentimeach other (typically within 10 meters). They collecteded
contact,n is the total number of nodes ar is the average from 41 iMotes over 3 days. The devices performed Bluetooth
node degree. On the data sets we considdreid, equal to inquiry scans every 2 minutes. For each pair of nodep),

10 for Dartmouth, 5 for MIT, and 3 for iMote. The averageve considered thatand j were in contact if either one saw
node degre® is 60.5 in Dartmouth, 22.3 in MIT and 22.8 inthe other.

iMote. As we can se® andL are very small compared @ MIT data

in the three data sets. More generally, worst case complisxit

O(n*), but if connectivity graphs have scale free properties, asThe Reality Mining experiment [8] conducted at MIT cap-
one can expect in large networks, we would have log(n) tured proximity, location, and activity information from79
andD < n, and the complexity would scale &n?.log(n)). subjects (mainly students) over the course of an academic



year. Each participant had an application running on theirWe have implemented a stand alone simulator to evalu-
mobile phone to record proximity with others through peitod ate the routing scheme. This simulator only implements the
Bluetooth scans (every 5 minutes) in a similar fashion ta thlxansport and network layers and it makes simple assungtion
of the iMote experiment. Locality information comes fronregarding lower layers, allowing infinite bandwidth betwee
knowing which GSM network cell the phone is attached to. Weodes and contention free access to the medium. Nodes are
only make use of the Bluetooth proximity data to determin@so supposed to have infinite buffers and to have inherent
whether two nodes were in contact. We selected 95 dayskmiowledge of all other nodes’ mobility patterns. Because in
data corresponding to the first semester of the academic yaarbient networks, nodes may have limited resources and
2004-2005 where activity was high in the traces in terms ghpabilities, routing solutions should also be evaluatétth w
the number of phones that collected data and the numberliofited buffers and more realistic models for the MAC and

contacts that were recorded. physical layers. One way in which we address the problem of
We will refer to these data sets &artmouth iMote and limited resources is to examine, in Sec. I1V-D, the posdibili
MIT. of limiting the amount of information that is sent regard-
ing nodes’ connectivity patterns. However, our aim here is
B. Routing protocols considered principally to validate our routing proposition. We leawe t

) ) _ future work a detailed study of the modifications that would

We simulate the following protocols: be required to accommodate resource limitations.

« Wait The source node waits to encounter the destinationThe A values used for route selection in 2-MHVH* and
to transfer the message. The main advantage of tff:p, and to determine theoretical delays for Wait, 2-MH
scheme, also known as direct transmission, is to perfolyH+* and Mep are computed over the whole data set in a
only one transmission per message. preliminary step. The inter-contact time averages areneséid

« 2-MH: this is thetwo hop relayscheme of Grossglauserfrom the data for alln(n—1)/2 pairs of nodes, and thé

and Tse [11]. The source gives the message to the fijglues are set to the inverse of these averages.
encountered node. If it is not the destination, this node

is used as a relay and it keeps the message untiICit
encounters the destination. o ) ) .
« 2-MH*: this scheme is similar to 2-MH but relays are This section presents results for the different routingtstr
only chosen among the set of nod@sthat minimizes 9'€S 0N each of the data sets.
Eqg. 5, as seen in Sec. II-C. Dartmouth
« MED (Minimum Expected Delay): this scheme was intro- .
duced by Jain et al. [13]. The strategy, similar to source In Dartmouth, theA values are computed over the filtered

routing, defines which path the message will follow fron§ata set to avoid the bias introduced by the ping-pong effect
stod, that is, the ordered list of intermediate relay nodd§ee Sec. lll-A). The simulations replayed the original con
it will have to go through. The list is chosen to providéaCtS and the messages between source-destination pags we
minimum expected end-to-end delay. Each relay nodgenerated every 20 days.

upon receiving the message, will not be free to choose the

Simulation results

Del. [A. delay|[M. delay|Th. delay[A. hops| Overhead

next relay: it will have to follow the initial plan. Finding %) | (days) | (days) | (days) #) (trans.)
the optimal path thus amounts to finding a lowest-weigWait 8.6 <10 |12.2:27| 7.2+44 | 11.9+31 | 1.0+00 | 25.8+31
e i i ; ; 2-MH 57.4 +20| 16.5+07| 14.0 116 - 1.9+00 | 427.8+153
path between r_wo_dn_dd in a graph I.n WhIC,h the W.elght 2-MH*  |61.4+11| 13.5+06 | 10.0+090 | 8.4 206 | 1.9x01| 416.8z+128
on each link(i, j) is defined as AAjj. Dijkstra’s algorithm |mMep  (34.2.12(17.9410] 15.2416 | 1.0:01 | 61502 | 724.8:204
is used. MH * ) 824114 7.8 04 | 4303 | 14101 | 5.7 201 | 1993.6+7934
.« MH*: this is the fixed point OppOftUﬂiStiC routing strateg_/Ep'dem'C 99.0+08| 1.0+02 | 0.9 x00 - 9.8 102 [123851 36878

that we introduced in Sec. II-D.

« Epidemic each time two nodes meet, they exchange their
messages. The algorithm provides the optimal path and
thus the minimum delay.

We slightly modified 2-MH, to better compare it with 2- Table | presents the simulation results averaged over 5 runs
MH*: a nodei is a potential relay only ifAq > 0, i.e., with 90% confidence levels that are obtained using the Studen
if it has a chance of meeting the destination. Ire® we t distribution. It presents, for each of the protocols, therage
authorized intermediary relays to directly transfer mgesdo delivery ratio, the average delay (“A delay”) and the median
the destination whenever met. delay (“M delay”) computed over the delivered messages, the

In each of the simulation series, we choose at randamerage theoretical delay over all the messages genenafied (
100 different source destination paifs,d) and replay the nite delay is assumed to be the length of the simulated period
contacts between nodes present in the data to see how,ifer, 45 days), and the average hop count, also obtained on
each pair, a message, generated at the beginning of the thetivered messages. We also measured the protocol overhead
months period, is delivered. For each data set, becauseconfsidering the total number of transmissions that ocdurre
computational issues, we used a different constant messagéore message delivery (or nondelivery for those that meve
generation rate between source destination pairs. reached their destination).

TABLE |
SIMULATION RESULTS WITH DARTMOUTH DATA.



Wait and Epidemic are the two extreme schemes thatWe first observe that the delivery ratios are closer to each
we simulated. They respectively deliver68 and 990% of other varying from 819% for Wait and to 918% for Epidemic.
messages with a mean delay of22nd 10 days and with a The fact that Wait delivers a large number of messages
median delay of 2 and 09 days. Wait only delivers.8% is another illustration of the high level of interactionsath
of messages because most of the source-destination paicgurred between participants. We observe similar resalts
selected at random, satisfysq = O (i.e., they never met). those with Dartmouth in ranking of protocol performance.
Wait only involves 10 hop while Epidemic attains a high
average hop-count of®. Naturally, Epidemic plots the highest MIT

realizes 23 transmissions. _ sources and destinations were generated every 15 days. Ta-
2-MH and 2-MH, which are the two one-relay algorithmsyje |11 shows the simulation results.

that we simulated, deliver respectively.8% and 614% of

messages with an average delay ofslénd 135 days. 2-MH I(D;l) A(-ddela)y M(-ddela;y Ttddela)y H(?#F)Js O(\{erhea;d

_ . P . . 0 ays ays ays rans.

pUtperforms 2-MH while Only requmn.g 416.8 transmissions Wait 35.6+36(15.0+20| 4.9+16 [9.15+12(1.0 z00| 249.41254
instead of 427.8 on average. 2-MH gives the message to thevy 67.7 24| 11.2 105| 0.8 06 - |1.8101| 1185.6:1s5
first node it encounters while 2-MHnay be more selective, as [2-MH*  88.0x11| 10.007| 2.3 06 | 3.6 02 |1.8401] 1080.21145

it uses only a subset of its neighbors as relays. The congparis MED 46.6:40/14.6:10| 3.2:08 | 3.001 | 1.5201) 633.8:307

MH * 96.4+03| 5.0+04 | 0.1 01 | 2.2 01 |2.8 +01| 1994.6+655

shows that the strategy used by 2-Mof minimizing Eq. 5 Epidemic|99.0 +02| 1.4 +04 | 0.1 +01 - 2.5 +01|50344.6:8977
allows to reduce delivery delay and to increase delivenprat

MH* delivers more messages thaned (82.4% of mes- TABLE 1l
sages are delivered against3%), and does it faster (average SIMULATION RESULTS WITH MIT DATA.

delay of 78 days against 19 days). MH has performance

close to that of Epidemic in delivery ratio while only invahg

1,993 transmissions. The hop_by_hop opportunistic natdire Results are closer to the ones we obtained with Dartmouth.

MH* is the main reason for its superiority overel, in which ~Furthermore, we observe similar ranking of protocol perfor

messages follow a strict sequence of relays. A node canfigdnce to those with Dartmouth and iMote.

take advantage of an opportunistic contact with a node thatThrough all these simulations, we validate the naturaleens

has a lower cost path than does the predesignated next Htg we should take into account the heterogeneity of agerag

node. This weakness has already been mentioned by Jaift&r-contact times in the design of routing solutions faME

al. [13] and MH overcomes it. and we show thaMH* achieves good performance in terms
Table | shows a discrepancy between the theoretical and fedelivery ratio, delay and overhead.

experimental delays. This can be explained by the presencéenerally speakingVlH* provides the most significant

of node pairs that do not have an exponential behavigerformance improvements for the Dartmouth and MIT data

Inter-contacts following distributions with fatter tailsan the Sets indicating that the scheme appears to be better soited f

exponential, a likely event, result in increased averadayde Scenarios where connectivity is sparse.

and contribute to explaining the underestimates we observe

This is particularly true for 2-MHK, MH* and MeD that should IV. DISCUSSION

show average theoretical delays of respectively; 84 and  Thjs section discusses the specific factors that could have

1.0 days while they achieve 13 7.8 and 179 days. In jmpacted the results, the assumptions on which is IbMHt*
this case the computation of expected delays on mean intgfy some implementation choices.

contact times can also miss possible inter-dependencies of
node contacts. ) )
A. Impact of traffic generation

IMote The results that we presented show performance that we
ekg(_elieve to be underestimated because of the way we generated
|téaffic. In our simulations, as we did not have any knowledge
of social relationships between participants, we selestedce
destination pairs at random and generated traffic with a con-
Del. [A. delay[M. delay|T. delay| Hops | Overhead stant rate. However, in a real deployment of DTN applicatjon
_ (%) (h) (h) h | # (trans.) we conjecture that those two parameters would be highly
2MH  [835.12106.0n| 75000 | - |L9.eo| 2476.4.¢ | driven by social relationships (most of people would only
2-MH* |87.2:13| 9.006 | 6.3205 | 2.0=01 |1.7 x00| 2255.0=348 communicate with friends with who they might also have a
MED  |82.1434|10.3+05| 7.3+01 | 2.8+01 |1.3400| 1669.6+a12 high level of interactions) and environmental factors sash
MH * 88.3+14| 8.6+06 | 6.1+07 | 1.7 01 |2.7 z01| 3644.2:966 specific events or periodic schedules.

In simulations with the iMote data set, we generated m
sages between source destination pairs every 5 hours. Tab
shows the simulation results.

Epidemic|91.8 +13| 6.5+04 | 4.2 203 - 4.1 +01|27470.6=9508 . . .
Furthermore, as in the Internet, we expect congestions in
TABLE |I DTNs. While we did not address this issue in this work,
SIMULATION RESULTS WITH IMOTE DATA. congestion control could be integrated to Mih two ways.

First, one could change the weights (eAgvalues) so that they



. . Dartmouth iMote MIT
would be correlated to inter-contact times and to the levels Del |A. delay| Del. |A delay| Del [A delay

of congestion of links. The second way would be to slightly %) | @ays) | (%) (h) (%) (h)
change the forwarding algorithm. Instead of selecting tist fi 2-MH [58.3+10] 16.0+0888.9+14] 8.8 05 {73.8:+26| 10.506
eigible node et as a relay,one could decide to proceedor o L1 P18 /195 42 g 7 ) 8700 893 -] 5120
with message transfers depending on traffic conditionss Thi |MH* [82.7117| 7.8 202 |89.5 13| 8.1 105 |96.6 +03| 4.8 <04
way, MH* would be used as a means to obtain an interesting
subset of paths that the data will follow or not depending on TABLE IV

contact opportunities and traffic load. In the first approagh SIMULATION RESULTS WHEN A COPY IS KEPT AT THE SOURCE
could still calculate an estimation of the time needed tivdel

messages but one should note that weights would have to be

updated in the network which might not be practical.

to be used for forwarding. We let this detailed analysis for

future work, but study here the impact of reducing the amount
B. Data sets used of information distributed among nodes. In the scenaricasod

The data sets may represent partial or biased real life-intenly disseminatél values satisfying AA < L. Table V shows
actions as sampling methods were used for their collectidhe simulation results obtained with the same parametats an
The iMote and MIT data sets have been collected usisgurce destination pairs as in Sec. IlI-C on iMote and MIT
periodic Bluetooth scans which may have underestimated ti@ta sets.
overall number of contacts or the contact times between ]
nodes. In Dartmouth, we infer that two persons are i_n con'gact T Der 'X'Oéilay M delay| T T el X'Eelay M delay
whenever they are connected to the same AP which might | (%) (h) () || %) | (days)| (days)
create unrealistic interactions, and more generally ritglof 1181.9:28[10.5406] 7.2204 | 1 135.6:36]15.0220] 4816
aptops is ot really representative of human mobilty. blor | 2|257.2% 8907 | 8401|2438 o103 0x| 28 0
accurate data sets are needed for DTN protocol evaluations.| g [87.5.17| 8.6 05 | 6.2406 | 72 84.2 409| 5.1 203 | 0.6 03
In real systems, we also expect that these inaccuracie$10|88.3+14| 8.7 z06 | 6.3 +06 |168|95.3+01| 5.7+03 | 0.4 z01

in the sampling of real life interactions could be due to L2 |883+14] 8606 | 6.1+07 | [964:03) 5004 | 0.1 01
usage of handheld devices (e.g., phones that are turned off,
lack of batteries). Such biases in the calculatiomo¥alues
might mislead MH in making the right routing decisions.
However, we conjecture that MHan tolerate a certain level
of inaccuracies but we leave this study for future work.

TABLE V
SIMULATION RESULTS OF MH™* WITH PARTIAL KNOWLEDGE.

We can see that, as expected, as we increase the thréshold
performance are closer to those observed in Sec. IlI-C @dnot
C. Keeping copies at source nodes by L =« here. The value of for which performances are

An application that might send data over DTN networkgasonably degraded is 10 hours in iMote and 168 hours in
would probably keep a copy of a sent message until it gets MhT Ieadln.g to a reduction of the shared routing information
acknowledgment asserting that the message has been torrét respectively 8% and 32%. These figures depend on

delivered. In that case, if the source node meets the déetina the overall density of interactions. Because in iMote node
it would be able to transfer the message directly. interactions are more homogeneous we are not able to reduce

In order to study the impact of such a behavior, wie overhead as we could do in MIT. We expect this reduction

performed simulations using exactly the same parametets 4@ b€ much higher in Dartmouth data but we were not able to
source destination pairs as in Sec. llI-C. Table. IV presémn perform simulations for computational reasons. This tteisul
results with the three connectivity data sets. We can sde tREPMIsing regarding the scalability of routing algoriththsit
keeping one copy at the source almost preserves the relat{@!ld involve summary information on pairwise contactsisuc
order observed previously. As expected, it improves olver&S average inter-contact times.

performances, but only slightly. For instance, in Dartnmout
2-MH, 2-MH*, MED and MH" deliver respectively 58%,

61.6%, 348% and 827% of messages instead of .B%, ] ]
61.4%, 342% and 824%. Furthermore, evaluating schemes that use summary informa-

tion such as the average inter-contact times on real dat@ hav
to deal with two factors: the presumed stationarity of inter
contact processes and the short and long terms dependencies
Handling information on contact patterns for KMHould interactions between nodes. As a consequence, averagesvalu
lead to high processing and network overhead even if onlyight not be sufficiently precise because processes are not
summary information such as the values is used. Nodesstable over time and their burstiness is not well accourded f
would have to perform tasks such as monitoring the intes an illustration, we have seen that the theoretical value o
contact times they have with the others, disseminating thdslivery delay for MH underestimates the values observed
information to the other nodes (using a centralized archite from the simulations on real data sets. This indicates tinat t
or not) and computing periodically the sets of relays thathahypothesis of pairwise independent exponential intertaxts

E. Complexity of inter-contact times processes

D. Overhead reduction
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Let Imin be one subset that minimiz&€§l) for all subsetd B. Result 2
of neighbors ofs. We consider without loss of generality that \ye are going to show that for a given source destination pair

€1d < &2d--- < &nd- s,d, the sequence of expected delivery ting®?,M""] for
We are going to establish the following, quite remarkablene strategy witm relays decreases as the number of relaying
result on the structure of the minimal dafin: stepsn increases.

THEOREM. If Imin is & subset of neighbor nodes sfthat  Let's first introduce some notations. For a given destimatio
minimize Eq. 7, then eithdimin = or there is @, 1< p<n, d, let's consider, for all source nodssthe sequence of values
for which Imin=[1,2,..., p]. E[DI;MH'], defined recursively by:

This result is derived from the special shape of criterion of 1
Eq. 7. More precisely, we will need the following lemma: Vs#d, EDLMY ) = = andED};M"]=0and (10)

- g . Asq

LEMMA @. Let's introduce the bivariate functiop(x,y) =

bs (N—1)—MH*

=5 (compare it to Eq. 7 to see how it comes into play), W8S vn > 1, E[D™-MH'] = Min ((1+ SrerAstE[Dy ]))
sd RCP(n)

have: YrerAsr

THEOREM. The sequenc&[DY,M"’] defined in Eq. 10 is
decreasing, i.e.:

¥n>0,vs EDITYMHT <gpIn M (1)

(op

vb>0,a> 0 andVx,y >0, g(x,y) < a — y< g (8)

PROOF. This is straightforward to check.

Let's now proceed to the proof the main result. n

PrRoOF. Consider neighbor nodes sfind whether they ever
meet destinatiom or not:

PrROOF. We proceed by induction on the number of relays

Forn=0, we have¥s EDI;M"] =L c DU

Two cases may occur, depending ond whetheneetsd or
i) if none of the neighbors of ever see destinatiod, not:

this means that using any of them as a relay introduces, |; ; =0, E[D2 MH* ] < E[Dl M* ] = co.

infinite delivery time, criterion (Eq. 7) becomes infinite. I | Asq # 0, let's consider the one relay strategy for which
other_ words none of the neighbors ©ére valid relaying R reduces to singletod. Its delivery delay is given by
candidates, stmin= 0 7 By definition E[DZ;M""] gives a lower delay, so we

ii) if at least one of the neighbors afseesd, there exists a

2-MH* 1_ 1-MH*
node with indexm such thatgyng < © S0 Imin # ©@. haveE[Dgg™ | < Asd EDsg ™ |-

So this proves the result in the caserof 1.
Let's suppose that the result holds at ramk— 1,
¥s E[DRMH] < gD M),

Let p be the index of the largesty for nodesi in setlpin.
We are going to show that all nodesvhich satisfygg < gpq
also belong tdmin.

(n+1) MH* :
(A Asppd) R Let's considerE[Dg ] for a givens, )
Let’s note rat|0C(Im.nk)) byda e Sincelmin Mini- By definition we have: E[DQ;MH ] =
mizes criterion in Eq. 73 < % the second term represents thEEl Spn A D11 M
value of the criterion foﬂm.n minus p, which is by definition = Z - /\ , for a given set},, of neighbors of
re ST

of Imin suboptimal. S.

Rewriting the mequamyw < 4, and from the prop-  If one uses this set of nodes when introducing another relay

erty of @ in Eq. 8, we then ﬁaAve i< < 4 Now: node (i.e., at rankn+ 1), the expected delay is higher than
P ED M) (by definition), so we have:

b (d + AspEpd) —MH*
< = <~ PP 9 % 1 n /\ E
Epd = a <~ &pd = Ct Asp ) E[DéTl)*MH 1< ( + 2rein. Asr [ ) (12)
d 2relr?]lrlAsr
¢ But we have by hypothesisj, E[DI,MH'] < E[D] ],
Suppose there exists a node such thateng < g,q and SO this leads to:

m ¢ Imin. Let's add it to setlmin, and consider the value of . 1+ " /\ E 1)—MH*

the criterion for this new set of neighbors gfl’ = IminUm, E[D(”H) MH 1< ( 21l st [/\ ) = E[DQ;MH*]

c(l') = (bﬁ% which is lower than or equal t& (from Z’E'r?wm St

(13
the property ofp in Eq. 8 and the fact that,g < Epd < ) and this is true for all nodes, i.e., Vs, E[D(”H) MH*] <

!
I” would then perform better thaftin in minimizing the E[D" ™M™, This is the induction hypothesis at ramki 1.
criterion, which is in contradiction with the definition &f;n. sd . .

So the result follows by induction.

In other words, all (reordered) nodes 1 throughbelong
to setlmin, Which provides the announced result. This further
leads to the linear time algorithm for minimizing the cricer: €. Result 3
once sorted in the appropriate order, it suffices to add eachVe are going to show that a message with destinadids
node one after the other and stop when the criterion does nelyed by MH to a node with lower expected delivery time
diminish anymore. to d, i.e., we have the following.



THEOREM. For any nodes following the routing strategy
MH*, we have:

vr e RGEDMH] < E[DM] (14)

ProOF. E[DMM"] is the fixed point of theE[D2M"] se-
guence, so it satisfies:

(1+ ZreR;d )‘SFE[D%H*])
ZreRgdAsr

EDY" ] = (15)

Singling out a giving relay node, and applying Lemmap
of Eg. 8, we have:

EDN"] <E[DY] (16)

We now have to check that the inequality is strict. Singlin
out noder in Eq.15, we have:

(d+ /\er[DmH*])

E[DSMdH*] - C+ Agr

17)

It is straightforward to check thaE[DM'] = E[DMM'] if measurement systems
and only if E[DM'] = 4. But ¢ corresponds to the criterion
with set of neighbor nodes o§ R,y minusr, which is in
contradiction with the definition oR},. So the inequality is
strict.
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