
Intent-Based Routing Policy Optimization in SD-WAN

Pham Tran Anh Quang1, Sebastien Martin1, Jérémie Leguay1, Xu Gong2, Xu Huiying2

Huawei Technologies Ltd., 1Paris Research Center, France., 2 Dongguan Research Center, China.

Abstract—To optimize bandwidth utilization in wide area
networks, a centralized controller typically maintains routing
policies at edge routers. In this context, we propose a versatile
intent-based policy optimization model that carefully selects the
set of overlay links which are allowed for applications based
on their requirements and the overall intents of the operator.
The optimization model embeds QoS and traffic predictions to
anticipate the impact of routing decisions. To address large scale
scenarios where the behavior of the network and devices is not
known exactly, we integrate data-driven predictions into a local
search algorithm to optimize routing policies. The algorithm sup-
ports several intents such as the minimization of the congestion
or the maximization of the network quality. Thanks to packet-
level simulations on an SD-WAN scenario, we show that our
intent-based policy optimization system improves significantly
performances. For instance, the latency is improved by 40% when
the high-quality intent is selected. In addition, the percentage of
time SLAs are met is improved by 10% compared to legacy load
balancing mechanisms.

I. INTRODUCTION

Quality of Service (QoS) and routing policies are key to
control how bandwidth is shared among different applications
in computer networks. They can be tuned to satisfy Service
Level Agreements (SLA) of applications and/or meet global
objectives in terms of resource utilization. These later network-
level objectives are often referred to as "intents" [1] and
they can relate to the minimization of financial expenses, the
congestion or the maximization of the experienced network
quality. In typical Software-Defined Wide Area Networks (SD-
WAN) [2] architectures, a centralized controller maintains
a set of policies deployed at edge routers that interconnect
multiple sites (e.g., enterprise branches, data centers). Each
edge router is configured to send traffic to its peers over several
transport networks (e.g., private lines based on MPLS, cheaper
broadband Internet connections). Typically, these routers are
responsible for the load balancing of flows so as to meet SLA
requirements in terms of QoS, security, etc. The centralized
controller can select high-level routing policies to improve
SLA satisfaction and optimize global intents.

Conflicting objectives may arise at the controller when
configuring routing policies. Indeed, specific SLA require-
ments must be satisfied at individual application level, while
several intents expressed by the network owner also need to
be optimized at the global network level. To take a concrete
example, minimizing the overall financial cost may lead to the
selection of low quality paths in terms of QoS, inducing a risk
to violate application SLAs. Therefore, optimizing intents and
satisfying SLAs at the same time in a dynamic environment
where the traffic and the quality of transport networks vary
over time is a real challenge. As we will see later in our

work, the use of predictions to anticipate the impact of routing
decisions greatly helps to resolve these conflicts.

Routing policy optimization algorithms have already been
proposed for several purposes. In [3], the authors minimized
financial expenses for the total traffic volume and a 95th

percentile charging rule. Google’s B4 [4] fairly shares the
available bandwidth of elastic applications. Centralized and
distributed solutions have been proposed to maximize network
utility [5], [6]. Several advanced variants of ECMP [7], [8], [9],
mainly for data center networks, aim at minimizing congestion
and latency. While these solutions solve a load balancing or
path selection problem for different global objectives (e.g.,
cost, fairness, congestion), they do not aim at guaranteeing
at the same time the QoS of individual applications. To
optimize latency and other QoS parameters for a specific
set of flows, closed-form performance models have been
embedded into routing optimization algorithms. For instance,
[10] considered the Kleinrock function [11] to minimize
latency. Another line of work has applied Deep Reinforcement
Learning (DRL) [12], under the umbrella of experience-
driven networking [12]. However, these solutions are mostly
centralized and face scalability issues, as the controller takes
decisions for every flow in real-time.

In this paper, we present a semi-distributed intent-based
system for SD-WAN that can optimize routing policies for
multiple intents, defined by the network operator, while sat-
isfying individual requirements of applications. It uses SLA
and traffic predictions at the controller to optimize the Smart
Policy Routing (SPR) [13] configurations that are deployed at
edge devices. In its simplest form, an SPR policy defines for
an application the set of transport networks, i.e. overlay links,
that is allowed. Based on this, edge routers load balance traffic
over the subset of allowed overlay links according to real-
time measurements. To optimize policies in this context, we
propose to use predictions to anticipate the impact of routing
decisions and mitigate conflicts between individual and global
objectives. We first formulate a policy optimization model that
can support various intents (e.g., best quality, minimum con-
gestion, minimum cost) while meeting QoS requirements of
applications. As the model is nonlinear when a non-preemptive
queuing model [14] is used to estimate the delay, we solve it
using SCIP [15]. In order to optimize policies in large scale
scenarios where only incremental policy changes are desirable
and the behavior of devices (e.g., the scheduling architecture)
is not exactly known, we introduce a local search algorithm
that can embed data-driven prediction models for any type
of traffic scheduler (i.e., beyond priority queues). Through
packet-level simulations on a practical SD-WAN scenario, we
demonstrate that the proposed solution based on predictions
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Fig. 1: SD-WAN network with an headquarter and 3 branches.

not only optimizes global intents (e.g., low congestion or best
quality) but also SLA violations. The end-to-end delay and
the portion of time where SLA are met are improved by 40%
and 10%, respectively. We also show that the optimal policy
calculated with the nonlinear solver SCIP provides similar
performances compared to our local search procedure.

The rest of this paper is structured as follows. The system
architecture and the problem formulation are introduced in
Sec. II and III. Sec. IV presents the prediction models for
traffic and SLAs. Sec. V introduces the local search algorithm
to incrementally optimize policies at scale. Sec. VI describes
our numerical results and Sec. VII concludes this paper.

II. SYSTEM ARCHITECTURE

We consider a semi-distributed architecture where edge
devices are controlling traffic based on real-time measurements
and policies managed by a centralized controller.

A. SD-WAN use case

Fig. 1 presents a typical SD-WAN use case where the
headquarter and 3 branches (sites) of an enterprise are inter-
connected by several networks (e.g. MPLS, Internet, LTE)
controlled by third-party operators. A controller is placed at
the headquarter site and branches are equipped with Access
Routers (ARs). Flows from applications are aggregated by flow
groups that correspond to traffic classes with different SLA
requirements. A typical traffic scenario includes Real-time,
Business and Bulk flow groups, that respectively correspond
to multimedia, business critical and non-critical applications.

The system architecture is split into two control entities
operating at two different time scales. In a slow control loop,
the global controller (at headquarter site) updates policies
and communicates them to edge devices. In a fast control
loop, devices take tactical decisions to follow the evolution
of traffic and network conditions. For a flow group, the policy
sent by the controller defines the routing logic (e.g., how to
select outgoing paths), the QoS parameters (e.g., priorities, rate
allocations) and security measures to be enforced. Without loss
of generality, we will consider that the policy for each flow
group consists in the set of overlay links that is allowed and its

Fig. 2: Overall system architecture.

priority level. Priorities are encoded using the DSCP field of
IP packets and a non-preemptive priority scheduler is used at
each outgoing port. Each AR router load balances traffic over
the set of allowed overlay links according to actual network
conditions (e.g. average delay, loss, jitter of overlay links).

Fig. 2 depicts the overall system architecture. As we can
see, the traffic is scheduled by the device according to the
Smart Policy Routing (SPR) mechanism (see Sec. II-B) and
policies are optimized globally at the controller. In this work,
we propose to optimize SPR policies to satisfy global intents
and SLA requirements. In order to take non-myopic decisions,
this process takes as input traffic and SLA predictions.

B. Smart Policy Routing

We briefly present how the Smart Policy Routing (SPR)
mechanism works inside Huawei devices (see [13] for details).
Access routers are configured with a policy for each flow group
that contains the set of allowed overlay links and the SLA
requirements that must be satisfied (i.e, acceptable latency,
jitter and loss). The quality of overlay links is continuously
monitored and evaluated. The set of overlay links that remain
eligible with regards to the SLA requirements of each flow
group is used to load balance traffic. Traffic is distributed
proportionally to the nominal capacity of overlay links.

C. Configuration of policies

In order to avoid congestion and satisfy SLA requirements,
policies have to be carefully decided by the controller to
mitigate interferences between flow groups. The goal of the
controller is twofold: 1) help devices to satisfy SLAs and 2)
optimize global intents. The policy optimization process takes
as input measurements collected by the monitoring system,
e.g., average throughput of flow groups per min/h/day/month,
average throughput and QoS of overlay links, and average
SLA measurements of each flow group over each overlay link.
The controller also considers available information such as
the nominal capacity of overlay links, the global intents to
optimize and the SLA requirements of each flow group. It
can also use parameters related to the cost model, the relative
priority of flow groups, their preferences for each transport
network, etc.



III. INTENT-BASED POLICY OPTIMIZATION MODEL

In this section we present a mixed nonlinear mathematical
model to determine the best routing policy according to several
global intents and SLA requirements of applications.

We consider an SD-WAN network composed by a set of
overlay links E with capacity Ce, @e P E, and a set of
flow groups K. For each flow group k P K, the estimated
traffic demand is denoted bk and the requirement in terms of
maximum delay over all overlay links is D̄k.

Let’s consider the following variables:
‚ xke P r0, 1s the split ratio of each flow group k P K over

each overlay link e P E;
‚ uk P t0, 1u equals to 1 if the SLA of flow group k P K

is respected and 0 otherwise;
‚ LUe P r0, 1s the utilization in percentage for each overlay

link e P E;
‚ Dk P R the maximum delay estimated by flow group k

over all overlay links.
The policy optimization problem can be formulated by the

following model with 3 different intents (objectives):

min Obj1
ÿ

kPK

uk `Obj2
ÿ

ePE

LUe `Obj3
ÿ

kPK

Dk (1)

LUe “
ÿ

kPK

bkx
k
e ď Ce @e P E, (2)

fke pxq ď Dk @k P K,@e P E, (3)
Dk ´ D̄k ďMuk @k P K,@e P E, (4)
ÿ

ePE

xke “ 1 @k P K (5)

where fke pxq is the delay function that provides the delay of
flow group k over overlay link e by considering the assignment
given by x and M is a big value. The delay function can
be derived from a closed-form expression, obtained through
measurements or estimated using a data-driven model (see
Sec. IV-B). Constraints (2) ensure that the capacity of each
overlay link is satisfied. Inequalities (3) compute the delay
of each flow group. Constraints (4) verify the satisfaction of
SLAs. Constraints (5) ensure that all the traffic demand is
routed.

In this model (1)-(5), the first intent (i.e., Obj1) maximizes
the SLA satisfaction of flow groups (Safety intent). The second
intent (i.e., Obj2) minimizes the MLU (Maximum Link Uti-
lization) - (Low congestion intent). The third one (i.e., Obj3),
also called High quality intent, minimizes the average delay,
decreasing the delay beyond SLA requirements. By defining
a specific weight for each intent (Obj1, Obj2, Obj3) we can
tune the routing strategy and define a particular priority order
for the different intents.

Other intents can be considered like the minimization of
a financial cost (minimum cost intent) or the minimization
of policy modifications over time (stability intent). To con-
sider a financial cost, we can introduce a fourth objective
Obj4

ř

ePEWeLUe where We is the cost associated with the

overlay link e P E. More complicated models such as the
95th quantile charging rule [3] can be easily integrated. For
the stability intent, stickiness constraints can be considered
to limit the number of split ratio modifications between two
time steps. To do so, we need to add a time slot index on
each variable (xkeptq, Dkptq, LUeptq, ukptq) to consider the
values of each variables at time step t. Furthermore, we need
to consider additional variables zke ptq, for each overlay link
e P E, each flow group k P K and each time slot t ą 0.
The stickiness constraints are then given by the following
inequalities: |xkept´ 1q´xkeptq| ď zke ptq,@t ą 0, where xkep0q
represents the current split ratio. We also need the following
term in the objective function: Obj5

ř

kPK

ř

tą0 z
k
e ptq. By

considering time steps, traffic predictions for each flow group
can be used with Model Predictive Control (MPC) [16]. In
this case, we simply replace bk by traffic predictions bkptq.

In our implementation, the SLA prediction f relies either on
a queuing model or a machine learning model (see Sec. IV-B).
The full optimization model supports a proper estimation of
UCMP weights proportionally to the capacity of overlay links.
In this case, x variables are binary and defines the SPR policy
(the set of allowed links).

IV. PREDICTION MODELS

To mitigate conflicts between the optimization of global
intents and the satisfaction of individual SLAs, we propose
to integrate traffic and SLA predictions into the intent-based
policy optimization model. The prediction of SLA violations
can be realized using a closed-form model from queuing
theory or network calculus. While these analytical models
can be complex for tight latency estimations or sophisticated
scheduling architectures, tractable expressions can be used in
some cases and integrated in the overall policy optimization
model. For a more general approach, the use of data-driven
or machine models is a promising alternative. Indeed, they
can handle situations where the behavior of devices and the
underlying network is not known a priori (e.g., scheduling
architecture, overlay with background traffic). They require a
sufficient dataset to train an appropriate model. However, in
the case of SD-WAN, the controller is already responsible of
giving visibility to users about the performance of applications
based network statistics collected by devices. Therefore, it is
safe to assume that the controller has abundant data to train
models for SLAs and traffic predictions. Input data is the traffic
and the corresponding delay for each flow group and each
overlay link, collected every τ seconds (e.g. τ “ 5s). The
controller can make predictions for each flow groups with
individual models or jointly for all of them with a single
model. Several solutions are possible.

In the rest of this section, we present two approaches to
predict the delay of overlay links for our SD-WAN architecture
(i.e., fke pxq): (i) a closed-form model from queuing theory that
can be used as a benchmark when a non-preemptive priority
scheduler is used and (ii) a more general data-driven model.



A. Queuing model

The delay of overlay links can be theoretically estimated
under some assumptions about the network. For instance, we
can consider that the network is homogeneous and that every
device has the same queuing mechanism at outgoing ports,
a non-preemptive priority scheduler with one queue for each
flow group. Note that priority queues are widely available in
commercial off-the-shelf devices [17]. From [14], the mean
waiting time for each priority can be modelled as follows:

W̄k “
R̄

p1´ ρ1 ´ ...´ ρk´1q p1´ ρ1 ´ ...´ ρkq
(6)

where R̄ “
ř

k λk
ĎS2
k

2 is the mean residual time in the server
when a packet arrives and it is computed based on the arrival
rate of flow group k, i.e. λk, and the service time of flow
group k, i.e. ĎSk, that depends on the overlay link capacity and
the average packet size. To finally derive the overall delay for
a flow group, it is necessary to add the propagation delay and
packet transmission time.

B. Data-driven model

As the controller already monitors the network quality for
overlay links and applications, it has sufficient data to derive
prediction models. The traffic data for each flow group on each
overlay link can be exploited to infer the delay of the overlay
links based on the estimation of their future load. To solve
the underlying regression problem, we use two models: (i) a
polynomial regression (Polyfit) [18] and (ii) a neural network
(ML). We divided the data set into a training set and a test
set. The regression performance is evaluated with the R2 score
defined as follows:

R2 “ 1´

ř

py ´ fpxqq
2

ř

py ´ ȳq
2 , (7)

with fpxq the regression model, y the ground truth, and ȳ
the mean of y. This score measures how good the regression
model is compared to the constant model, i.e. a naive predictor
returning the expected value. The main benefit of this approach
is that it comes with no assumption about the networks, and
that therefore, it can be adopted in a wide range of scenarios.

In the rest of the paper, we will consider that the delay on
each overlay link for each flow group is predicted by a separate
model. More complicated approaches could be used, however
the goal of our work is to assess the gains of embedding
such a prediction into the optimization of routing policies.
Each prediction model takes as input the traffic demand of
all flow groups over a particular overlay link and returns the
predicted delay of a specific flow group. These models are
embedded into the evaluation function of the local search
algorithm presented in the next section.

V. LOCAL SEARCH ALGORITHM

In this section, we propose a local search algorithm to
calculate a good routing policy update at each step (each
time algorithm is called). As we cannot drastically change

all policies and we need to incrementally modify policies at
every time step, the local search method turns to be a natural
approach to solve the routing policy optimization problem. The
goal of this algorithm is to evaluate all possible modifications
of overlay link assignments to flow groups (i.e., SPR policies)
and select the best one in an iterative manner. The algorithm
continues until the solution cannot be improved.

Considering the current network status and predictions the
algorithm assigns a set of overlay links to each flow group
k. Predictions models are used to predict the traffic demand
for each flow group and to estimate SLA violations. UCMP is
used to quantity the traffic of that flow group sent over overlay
links once the assignment is known.

The current solution is represented by a vector of Boolean
that provides the assignment for each flow group to the asso-
ciated overlay links. The algorithm tests all possible modifica-
tions to keep the best one and continues until convergence (no
possible improvement). The objective function of model (1)-
(5) is used in eval(), the function that evaluates candidate
solutions. For instance, if a flow group is assigned to two
overlay links ta, bu and a third link c is available for this flow
group, then the local search algorithm evaluates the following
assignment tau, tbu,ta, b, cu where the assignments of other
flow groups do not change. The algorithm selects the best
solution over all flow groups. If the best one is worse than the
current solution the local search algorithm then stops.

Algorithm 1: Local search algorithm
Result: A heuristic solution

1 CurrentSol is the assignment of flow groups to overlay links;
2 eval() uses the objective function of model (1)-(5);
3 Improvement Ð true;
4 while Improvement do
5 ImprovementÐ false;
6 BestSol Ð CurrentSol;
7 EvalBestSol Ð eval(BestSol);
8 for each couple overlay link e and flow group k do
9 CurrentLocalSol Ð CurrentSol;

10 CurrentLocalSolre, ks Ð no CurrentLocalSolre, ks;
11 if CurrentLocalSol is not valid then
12 continue;
13 end
14 EvalCurrentLocalSol Ð eval(CurrentLocalSol);
15 if EvalBestSoląEvalCurrentLocalSol then
16 Improvement Ð true;
17 BestSol Ð CurrentLocalSol;
18 EvalBestSol Ð EvalCurrentLocalSol;
19 end
20 end
21 if Improvement then
22 CurrentSol Ð BestSol;
23 end
24 end
25 return CurrentSol;

VI. SIMULATION RESULTS

We now evaluate our intent-based policy optimization sys-
tem using NS3 [19] with OpenFlow 1.3 [20] to emulate the
control plane logic and select routing paths. As depicted in
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Fig. 3: Traffic of different applications (i.e., flow groups).
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Fig. 4: SD-WAN scenario for the simulations.

Fig. 4, the simulation scenario is composed of an Headquarter
(HQ) site connected to 2 Level-1 branches (L1) with MPLS
lines with propagation delays of 1ms and capacities of 4 Mbps
and 8 Mbps, respectively. Each L1-branch also connects to 2
Level-2 branches (L2) with MPLS with delays of 10ms and
15ms and capacities of 4 Mbps and 8 Mbps, respectively. The
HQ is also connected to all L2-branches using a broadband In-
ternet access, with a propagation delay of 45ms and a capacity
of 12 Mbps. In the figure, red links represents MPLS and black
links Internet. We considered three types of applications: Real-
time (RT), Business, and Bulk. SLA requirements of these
flow groups are a maximum delay of 40ms, 60ms, 200ms
respectively. The transport layer is TCP. The microflow inter-
arrival time varies to generate diurnal traffic patterns. Fig. 3
shows the overall amount of traffic per flow group. Business
traffic occupies most of the bandwidth in high load periods,
while RT and Bulk are similar in intensity. In this scenario,
we only consider traffic between L2 and HQ. Traffic has also
been down scaled compared to reality so that execution time
remains acceptable. The simulation time is 1200s.

Traffic is prioritized using priority queues (one per flow
group) and packets are marked with DSCP. Measurements are
averaged over a time window of 5s and policies are updated
by the controller every 5s. Measurements in the current time
slot are exploited to predict the delay in the next time slot.

Flow group RT Business Bulk
Polyfit 0.82 0.77 0.5

ML 0.8 0.72 0.25

TABLE I: R2 score for delay predictions.
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(a) Realtime
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(b) Business
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(c) Bulk

Fig. 5: Predicted and ground truth delay for Polyfit and ML.

A. Accuracy of SLA prediction models

To evaluate Polyfit and ML approaches, we generated a
data set by executing multiple simulations with ECMP. It
contains 7200 samples in which 6000 samples are used for
training and 1200 samples are used for testing. We also do
a grid search to find the optimal hyper-parameters for both
approaches. Table I presents the R2 score obtained for different
applications. In both models, the R2 scores of high priority
flows, i.e. RT and Business, are high. That indicates a high
accuracy of the model for most critical flow groups. Fig. 5
shows that prediction errors compared to ground truth are
small in practice. Polyfit plots a better performance than ML.
As Bulk depends on higher priorities, the results confirm that
it is harder to predict latency for this class. However, latency
peaks (not their intensity) can well be predicted, which is
enough for the optimization of routing policies. Although
it may be possible to obtain better performance with more
advanced techniques, e.g. graph convolutional network [21],
we used Polyfit inside the local search algorithm.

B. Benchmark solutions

As mentioned in Sec. IV, we can use a closed-form queuing
delay model as the scheduling architecture is known in our
simulations. In this case, we solve the policy optimization
model using the queuing model of Sec. IV-B with SCIP [15],
a non linear solver, for a benchmark solution (referred to
as OM (Optimization Model) later). We considered safety
(Obj1), low congestion (Obj2) or high quality (Obj3), and
stability (Obj5) intents in the objective function. Furthermore,
we also compare our solution to the cases 1) where no
SLA predictions are available, called NM (No Model), or 2)
where all available overlay links are allowed (policies are
not optimized), called AL (All Links) later. To disable SLA
predictions in the optimization model presented in Sec. III, the



Intent High Quality Low Congestion
Algo. OM NM LS OM NM LS AL

RT 99.3 94.6 100 97.45 95.63 99.53 93.0
Business 99.72 90.9 100 97.4 91.2 96.9 87.6

Bulk 98.14 93.51 98.53 98.78 90.5 97.78 91.1

TABLE II: Percentage of time flow groups meet their SLAs.

function fke pxq in Constraint (3) always returns the measured
delay of the overlay link. Note that this measure is the delay of
the current load balancing policy which can be quite different
after the new policy is applied.

C. Performance of policy optimization algorithms

We consider two global intents: (i) high quality and (ii)
low congestion. For both intents, guaranteeing all SLAs of
flow groups is still the highest priority. For the high quality
intent, the algorithm attempts to obtain the lowest average
delay while for the low congestion intent it minimizes the
MLU. Table II shows the portion of time flow groups meet
their SLA requirements. Results are presented for the Local
Search (LS) algorithm that embeds SLA predictions using the
Polyfit model. It also shows results for benchmark solutions:
OM, NM and AL In the OM approach, the execution time of
SCIP solver is limited to 100s and the best feasible solution
found is returned. We can observe that for both intents, OM
and LS performs similarly reflecting the high accuracy of
SLA predictions and the effective capability of local search to
find a near-optimal solution. Without SLA prediction, i.e with
NM, a degradation of 5% to 10% occurs in all flow groups,
especially for Business which has a strict SLA requirement
and a high demand. When the device takes decision without
instructions from controller, i.e. AL, we even see a deeper
degradation because routing policies are not coordinated. The
average delay and the 95th percentile are shown in Table III.
For both intents, the delay of OM and LS is significant lower
than for ON and AL. For Business, the average delay of LS
is 80% lower than for NM. For Bulk, the gap is even greater
and the average delay of LS is twice lower than for NM.

Table III also presents the MLU. For both intents, NM has a
higher MLU compared to others because it places traffic on the
lowest delay link without anticipating the impact. In contrast,
LS and OM are able to predict the increase of the delay, thus
actively avoiding congestion. As expected the MLU is smaller
for the low congestion intent compared to high quality.

VII. CONCLUSION

We proposed a semi-distributed intent-based system for
SD-WAN that splits traffic according to global intents and
applications SLAs. To better optimize routing policies, it
leverages traffic and SLA predictions. It uses light-weight data-
driven models to evaluate actions inside a local search algo-
rithm. We demonstrated through simulations that predictions
can achieve a high accuracy for the delay, thus helping the
policy algorithm to find near-optimal solutions. The proposed
mechanism remarkably helps to guarantee SLA and optimize
intents. Future work could focus on improving the accuracy of

Intent High Quality Low Congestion
Algo. OM NM LS OM NM LS AL

Average delay
RT 15.88 17.71 16.57 16.41 17.64 15.22 17.18

Business 23.47 45.92 24.88 30.33 37.5 29.3 41.48
Bulk 39.95 78.87 34.34 46.43 49.55 52.6 45.3

95th Percentile delay
RT 30.15 33.3 24.6 29.34 33.9 17 36.74

Business 42.48 74.24 46.42 46.34 68.32 44.24 68.05
Bulk 126.7 287.7 120.5 118.7 213.3 139 93.8

Average Maximum Link Utilization (MLU)
MLU 67.5 75.34 63.03 54.43 63.53 56.3 56.96

TABLE III: End-to-end delay and MLU for all flow groups.

SLA predictions using advanced ML techniques and evaluating
the system with other constraints on packet loss and jitter.
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