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Abstract—Spanning several frequencies, cognitive radios sup- bitrates or alternativelyij) selecting higher frequencies (upper
port dynamic management of the rate vs. range requirementsfo \VHF or UHF) that support higher bitrates, at the expense of
new generation tactical radio networks. We exploit this adity to coverage range. Nevertheless, in a point-to-multipointext,

offer point to multipoint transport implementing group com mu- b d diff tf - h |
nication for data services in the network. The key feature ofour USers can be spread over difierent Irequencies, channeis, o

proposed transport protocol (PMT) resides in its ability to convey locations. Thus, the links “connecting” each destinatothie
common traffic to multiple users, while at the same time carrjng  source, might have inherently different characteristiesy.(
information_ to egch user as qui(_:kly as pos_sible._ This is achved bandwidth, center frequency thus propagation properﬁes)
by performing high level clustering of receivers in homogerous be interfered by different (primary or secondary) users.aAs

groups, each group being served at a suitable throughput. We it in th . hete
present an implementation of the PMT protocol in software oer ~'€SUlL, USETS IN thé same group may experience very heteroge

a GNU radio based hardware and demonstrate the performance Neous performance in terms of latency, physical transomssi
enhancements this brings in the case of two groups of recerge  rate, MAC layer retransmissions, etc.
with nodes operating dynamically on different frequencies It is To support point-to-multipoint distribution of the sameala
g‘e:ﬁfore f‘tj”y S”'tet‘.j fO{ n?vell datta lem”c services mandted  4c1055 heterogeneous receivers, the source can adaphits flo
y the next generation tactical nEtWOrks. to the slowest receivers, like in the NORM [7] protocol or
. INTRODUCTION in RTMP [8]. This however translates in pulling down the

. : . reception rate of all nodes of the group i.e following theerat
The next generation of tactical networks will support new P group 9

. imposed by the lowest frequency; while this might be appro-
L(\)/;r;};ré)f fpel\r/liusos?\?el ﬁg?}i?;nrgzggnsufg ?;mge;\;\f?;”ce?gﬂﬁate in the Internet where receivers have close behaviors
[1]. prog QVINy s clearly not the case in a multi-channel wireless contex

this path in the . Us [.2] and in I_Europe. [3]. These ne. Iternatively the source could follow the fastest recesydaut
programs are mainly driven by the increasing needs for h|g( is taking the risk of “losing” the slowest, resulting inao

bitrate data commumcatlons to support_new services S%%ny packets being dropped on the saturated slow channels.
as Blue Force Tracking (BFT), multimedia content delivery To solve this dilemma, we have proposed PMT (Point-

and remote control of SENSOrs. However, as commonly kno\fvcp-MuItipoint Transport)in [9], an acknowledgement based
the major challenin this paper we thoroughly study over a

: : . . tFansport protocol which dynamically differentiates amon
sortware Qeflned radio pIatform the case where recgvel’s f ceivers and separates them according to their recepdion c
naturally into two groups. This may correspond typically t

. . . abilities. PMT creates dynamic groups of receivers mathage
a tactical network where receivers can be reached with tWo Y group g

. ) . by the source to improve delivery time for the nodes that can
different waveforms.ge and difference to overcome in tadti y P y

communications reside in providing these services in at o{r?ceive data early, and thus the overall throughput.
P g POIN 1 this paper, we prove the correctness of our solution and

o mll_{[ltlpo;?t mo?}e V\éhettrel_recewers are dlsglblutfd follogyi its feasibility, by implementing our protocol over a cogvet
a military hierarchy (battalion, company, and platoonsjasr radio platform deployed in our premises. We focus on the

mission centric services cutting across the hlerarchy. g_%se where receivers fall naturally into two groups. Thisyma

In pr"."Ct'Ce’.SUCh mnovanons are becoming possible wi rrespond typically to a tactical network where receizns
the design of innovative waveforms [4] and the emergence

intelligent and agil dio devi 5 Th bf reached with two different waveforms. Our platform, loase
intetigent and agrie radio devices [5]. [ Nese programm@aby, sNy radio devices, reproduces tactical point to multipoi
radios able of interference sensing, environment learrang

. o nvironments. In practice, our experiments highlight thet f
dynamic spectrum access lead to the so-called cognitivie ra at PMT can cope dynamically with link property variations
technology [6] that promises to improve spatial reuse ar

: ' : us adapting automatically the group members as well as the
observed throughputs. In the particular domain of tactoah- plng y group

icati i di dtod ically decid btransmission rate of every group.
munications, cognitive radios need o dynamically AeClee b o romainder of the paper is structured as follows. Sec-

tween,i)choosing traditional tactical VHF frequencies, that arg o 11 details the protocol and its mechanisms. Section Ii

able to perform long range communication, at low or mOderaa%scribes our cognitive radio platform. We define and aralyz

This work is supported by the French National Research Agéatlr) ~OUr €Xperimentation in V. Fmally,_ relateq work is givenvh
under grant reference LICORNe ANR-10-VERS-005 then conclusion and future work in Section VI.



Il. TRANSPORT PROTOCOL slow in the specific database. Using timestamps, the smdothe
RTT of fast receivers is also updated. The message is then

. L . . transfered to the slow group buffer and transmitted to the sl
In a multidestination configuration, the throughput of Baceivers atT),... Note thatT,,., here is a fixed protocol

group composed oV members can be expressed as the SLW&rameter, dictated by the application requirements, er th
of the throughput of all the members of the group. need to ensure quite slow nodes can still get enough packets.
N In order to better illustrate our approach, we choose to leand
Dyroup = Z@i here the simple case of two groups and fixed (larfg)..,
i=0 and defer the more general cases to future work.
where®; is the throughput observed by the memberf the This flow control process is repeated whenever new mes-
group. sages are available for transmission. More generally, the
In order to prevent slow receivers from penalizing thos@roughput of our protocol is dictated b¥ and 7',.. as
benefiting from favorable network conditions, we seek t®llows:
create dynamically separate groups each served at a particu « at 7' source pushes the packet to the slow group queue,
throughput. We base the group formation algorithm on the pops a new packet and sends it to the fast group receivers.
round trip time (RTT) observed by each node. With these. atT,,,, sources removes from the slow queue the packet
observations the source node is able to differentiate twe sentT,,., seconds earlier, then transmits the packet in
slow and fast nodes. A single time threshdldis sufficient head of queue to the slow group members.

to discriminate between both groups: all nodes below thesince the objective is to handle dynamically rate vs. range
threshold7" go in the fast group, all nodes above in theequirements enabled by cognitive radios, the strategpef t
slow group (their RTT is larger). In the considered settingyrotocol is to improve delivery time for the nodes that can
the tradeoff is the fOIIOWing: one could try to maximize tthceive data ear|y_ The |0ng-term throughput of the Sysmm i
number of receivers in the first group. However, this wouldnchanged, as it is dictated by the second queue (the slow

imply increasingl” and thus reducing throughput for all nodesiodes that are served evefy,..), since all nodes receive the
in the first group. It is intuitive that an optimal value @f gsgme data.

should exist, depending on the RTT probability distribatio ) ) ]
Please refer to [9] for a detailed theoretical analysis. C. Algorithm for dynamic group calculation
In order to select the appropriate valueTofthat separates
the fast from slow nodes, we propose a greedy algorithm which
Our mechanism is source driven, in other words the souraeaximizes the average throughput per node (which is the same
node maintains, in a special database, the group affiliatia® maximizing total network throughput for a fixed number of
for every receiver. The average RTT for every receiver (otheeceivers).
participants within the zone) is also stored inside thisdase.
Moreover two transmission buffers are added, each handlifgorithm 1 Estimate optimal value of’
transmissions for a precise group. The protocol buildirg ks Input: N //total number of receivers

A. Preliminaries

B. Protocol description

are shown in Figure 1. 7[N] /ltable containing smoothed RTT of every receiver
Tmaw
max = 0, index, result, j llintermediate variables
Recompute T Send Message OUtpUt: T
// 1: sort(r[N])
<oaon > N\ 2 while j < N do
. s 1 - 1
]| ] 3 result < (j.=y) + (N = ).
. node groups 4. if result > max then
Estimate RTT quick slow .
5: max <— result
1 | 6 index <+ j
RX | | X | 7. end if
8 j=7+1
Fig. 1: Protocol building blocks 9: end while

10: T + tlindex] + €
The source sends a message for the fast group eWeryll: return T
and serves the slow receivers evéty,.. In fact, the source
transmits the message available in the fast nodes queue to thThe basic idea of the algorithm is to determine the value
fast receivers and waits for the acknowledgements. After of 7' by computing the average throughput based on the
seconds (i.e at the expiry of the fast nodes interval), vecsi receivers’ RTTs. First, we start by sorting received RTTs in
that have answered are labeled as fast; all others are thhgleincreasing order (line 1). Then, by sequentially selectimg




RTT of receiverj and computing the throughput of each groug. GNU Radio

accordingly (_i.e by also including all r(_aceivers having ﬂEfra GNU Radio [11] is a free and open-source software devel-
RTT) we estimate the throughput as if the RTT of receiyer oment toolkit that provides signal processing blocks te im
equals the value of’ (line 3 of the algorithm). At the end ;1o ment software radios. It can be used with readily-alagla

of this loop the algorithm returns the RTT value that offerg,, cost external RF hardware to create software-defined
the highest total throughput. In practice, a slightly bigge 5ios, or without hardware in a simulation-like enviromhe

€) value from this RTT is selected fdF in order to maximize GNU Radio applications are primarily written using

the total network throughput. In fact, this small margiroals the Python programming language, while the supplied

to account for potential RTT fluctuations. performance-critical signal processing path is impleragrin
[1l. COGNITIVE RADIO PLATFORM C++ using processor floating-point extensions, when avigla
We describe herein the cognitive radio platform we use s, the developer is able to implement real-time, high-
evaluate the performance of the PMT protocol. throughput radio systems in a simple-to-use, rapid-agptio-

) . . development environment.
A. Software Defined Radio Devices GNU Radio is therefore a very useful software tool but
In order to implement the previously detailed protocol, Wg needs an additional layer in order to control our software
use the Universal Software Radio Peripherals (USRP) magigfined radio devices (I1I-A).
by Ettus Research [10]. In our tests, we rely on USRP1Thjs is the role of the USRP Hardware Driver (UHD)
devices, which are the first generation of the USRP produgfgovided by Ettus Research. It is provided as a standalone
commercialized by ettus. driver, and is made available to the GNU Radio toolkit thioug
The USRP1 is a radio device built around a FPGA. the implementation of several blocks, such as an emitter
possesses four 12 bit Analod-to-Digital Converters (ADC@Jhd_uerSink), a receiver (uhd.usrpource), etc.
running at 64MSamples/s and four 14 bit Digital-to-Analog Therefore, the overall system architecture can be thought o
Converters (DACs) operating at 128MSamples/s. This esablgs 5 stack with the hardware (USRP device) sitting at the
us to have four complex channels simultaneously (4_I channgbttom of it. UHD is the direct link to the hardware and
and 4 Q channels). Therefore, up to two complex inputs aggyu Radio is the link between user defined flow graphs and
two complex outputs can be simultaneously exploited.  yHD. Although one could directly connect to the hardware
This software dgflned radio is controlled through part'cuchrough UHD and without the use of GNU Radio, they would
lar softwares running on a computer (described later). TB@ |imjted to simple operations while the GNU Radio toolkit

communication to the computer is done through a USB 2iQyery furnished. The complete hierarchy is shown in Figure
connection linking the computer directly to the FPGA thrbugy

a Cypress FX2 USB controller. The USRP1 motherboard has
four extension slots on which several kinds of daughter d®ar
can be plugged. In our experiment setup, we 2s#gaughter
boards of2 slots each in order to fill the all 4 available
extension slots
o The RFX900 which enables us to transmit and receive
around 900 MHz (GSM frequency)
o The RFX2400 which enables us to operate around 2.4
GHz (ISM band)

User Scripts \
Python Script
Import gnuradio libraries g
} F
£
GNURadio Python API \ W Fig. 3: Deployed GNU radio platform
/R
£
y V. EXPERIMENTAL RESULTS
‘ ' A A. Considered Setup
UHD Driver ‘ /b ) o )
7 UsB Bus Loow The experimental validation of the PMT protocol requires
‘ USRP ‘f R at least 3 nodes: 1 emitter and 2 receivers. Because one
! E

can have several emission and reception channels on a given
USRP, we used one USRP as the emitter and a second USRP
Fig. 2: USRP & GNU Radio software stack representatioras the receiver, both with two channels for emission and
reception. More precisely, the source transmits simutiasky
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Fig. 4: T values for different capacities.

over 2 channels whereas a single USRP1 plays the role of\Me can observe that when the capacities of the fast desti-
2 receivers by listening and reacting separately over thenation and the slow destination get closer to each other, the
channels exploited by the emitter (refer to Figure 3 for avalue of 7' that maximizes the global throughput increases up
example). to a point where only one group is considered (Figure 4c). In

« The first channel is a "high” capacity channel with &igures 4a and 4b, the value ®fthat maximizes the global
capacity ranging from 250 Kbits/s to 500 Kbits/s and tghroughputisI’ = RTT}.s + €, and 2 groups are formed: the
working frequency around 2.4 GHz. first one is served every and the second one evely, ;.

o The second channel is a "low” capacity channel with In Figure 4c, when the gap between the capacities of the
a capacity of 125 Kbits/s and an operating frequendwo channels is 125 Kbits/s the valueBfthat maximizes the
around 900MHz. global throughput isl" = RTTy.., + €, yielding to a single

This one hop, multiband and multipoint setup enables us gooup served by 4 packets of size 1024 Bytes every

test the protocol in different rate vs. range conditions mhe These real experiments highlight the ability of PMT to
our mechanisms in place can either recognize two groupsdynamically adapt its group distribution to cope with the

one group to optimize the global throughput. varying conditions in tactical point to multipoint context
In practice, we put in place the following 3 steps scenaridoreover, a key feature of the PMT protocol is its capacity
to test the PMT protocol: to bootstrap from any value &f then smoothly converge to

1) The source sends 1 Megabytes file at the rhythm ofadl” value that renders optimal throughput for each group.
packets of size 1024 Bytes at a time to its 2 receiversWe further compare in Figure 5 the estimated overall
and then expect an acknowledgement. throughput with our PMT protocol to 2 other potential so-

2) Upon each acknowledgement reception, the source meaions explained below. Note that these experiments were
sures the RTT for each destination and computesrepeated with the 3 capacities used on the 2.4 Ghz band (500,
smoothed version of it. 320 and 250 Kbits/s).

3) It then computes a new value f@t, using our defined PMT We serve the fast destination it= RTT;qs; + €
algorithm, based on the smoothed RTT for each desti- and the slow destination ..., that is the implemen-

nation. _ tation of our PMT protocol.
Note that we consider a stafiG, ., value of 1.5 seconds based , NORM We serve both destinations Bt— RTTy100 €.

on the worst case RTT. The system bootstraps with arbitrary ; o 7 value is based on the slowest receiver's RTT.
selected RTT values of 500 ms. Consequently, our algorithm, T.... We serve both destinations @t,,., that can be
can be ran by considering at each iteration destinations wit  ~5nsidered as the worst case benchmark.

RTT < T are part of the fast group while destinations with

RTT > T as members of the slow group. The Figure 5 results are based on the m&avalue for the

1 MegaBytes file transfer. As expected, our protocol clearly

B. PMT delays and throughput offers better results than the worst case. More interegting

By experimenting different capacities for the fast destora PMT outperforms NORM in the case where two groups are
(and keeping the same capacity for the other channel), darmed (500 and 320 Kbits of the 2.4 Ghz band). Quite
objective is to investigate the capability of our algorithnfogically, it offers the same throughput as NORM when a
of dynamically splitting and merging groups based on thengle group is formed (250 Kbits capacity). In this par@u
performance of each destination. This is particularly ulsefcase, only one group is formed and is based on the slowest
when cognitive radios switch to new channels with differemeceiver’'s performance. Note here that gains would have bee
capacities and ranges. For this reason, we modify the dgpaeven more important if real tactical VHF and UHF were
from 500 Kbits/s to 320 Kbits/s then 250 Kbits/s of the 2.4onsidered, however we have chosen for the sake of simyplicit
Ghz band and show results in Figures 4a, 4b and 4c. and feasibility of our experiments. In summary, PMT adapts



VI. CONCLUSION AND FUTURE WORK

1601 NORM = || :

ol N Trax E | In this paper we have _presented.an. acknowledgem_ent based
N transport protocol for point-to-multipoint next genecatitac-

1201 ] ] 1 tical networks. Our protocol splits receivers into grougsch

100} | served at a suitable throughput thus preventing slow recgiv

from affecting the service offered to destinations posegss
better conditions. We have validated our protocol over a
eor 1 cognitive radio platform. Our experiments prove that our
1 solution hides channel switching of cognitive radios to @pp
layer. Therefore, our transport protocol is particularseful

to push for new group services such as Blue Force Tracking

80 1

Total throughput in Kbit/s

40

o 320 250 and multimedia content delivery over emerging tacticaioad
Fast link capacity in Kbit's devices and waveforms.
Fig. 5: Global Throughput vs T value. In the future we plan to extend the solution A groups.

Intuitively, this can be seen as running the same algorithm
recursively on the created groups. However, optimalityhig t
solution should be verified. Moreover, optimizing dynartlica

dynamically to the channel selection, optimizing the glob X .
y y P 9 9 e T,nqx Value is to be considered.
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