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Abstract—Routing in overlay networks typically involves en-
gineering an overlay topology on top of the Internet to balance
traffic along overlay paths so that quality and/or resilience of
delivered services are improved. It can be used to reduce latency
for delay-sensitive applications. It then consists in selecting, for
any pair of nodes, an intermediate overlay node which reduces
the latency on this one-hop overlay path against the latency
on the direct overlay path between them. In this paper, we
propose to optimize the overhead generated by the overlay route
computation mechanism by introducing a differentiation between
the nodes that are highly used as relay and those that are not.
Our approach relies on disseminating at a high frequency the
link states with the identified sub-set of nodes and at a lower
frequency all the link states. We conduct large experimentations
on PlanetLab to evaluate the trade-off between the performances
in terms of RTT gain and the reduction of the control overhead
compared to the state of the art.

I. INTRODUCTION

Over the last decade, overlay networks have gained in
interest from the research community. While their development
began with application-specific Peer-to-Peer [1] services or
Content Delivery Networks [2], their reach has been extended
in the past recent years to enhance distributed Internet appli-
cation back-ends or interconnect private networks with QoS
and resilience support. In RON [3], authors show that overlay
networks provide a better level of resilience for networks and
services than the best-effort Internet and the routing protocol
(BGP) it relies on. From this, other studies emerged, using
overlay networks to improve the quality of services [4]–[6],
and more generally for the purpose of providing value-added
services with Service Overlay Networks (SON [7] / NG-
SON [8]).

In this paper, we focus on the application of overlay routing
to improve latency, e.g. for delivering delay-sensitive services
such as VoIP or video broadcasting with high quality. It
consists in engineering an overlay topology on top of the
Internet to balance traffic along overlay paths (i.e. aggregates
of physical nodes and links) with lower latency than the
Internet path. There is a room for this kind of improvement
due to the Triangle Inequality Violations (TIV) that occur in
the Internet [9]. Fig. 1 illustrates this TIV phenomenon that
takes place when the latency on the direct path between two
overlay nodes A and C is higher than the sum of latencies on
the two segments of the two-hop overlay path going through
an intermediate node B.
Improving latency thus consists in finding overlay paths going

through (at least) one intermediate node that provides a lower
latency than the direct path between any pair of nodes. This
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Fig. 1. A Triangle Inequality Violation (TIV) occurs when an overlay path
through a relay node B offers a lower latency than on a direct path between
two overlay nodes A and C.

implies: (i) monitoring latency between pairs of overlay nodes,
(ii) disseminating link-state advertisements between nodes,
including the monitored latency, and (iii) computing, for each
node, the best two-hop path, which reduces latency, to reach
each other node.
However, we show via experimentations on PlanetLab [10]
that only a small sub-set of the overlay nodes are used as
intermediate nodes in the majority of the two-hop paths that
reduce the latency. From this observation, we propose to opti-
mize the overhead generated by the overlay route computation
mechanism by introducing a differentiation between the nodes
that are highly used as relay and those that are not. Our
approach relies on disseminating at a high frequency the link
states with the identified sub-set of highly used nodes and at
a lower frequency all the link states. This technique uses a
notification mechanism to select from time to time the sub-set
of nodes that are most likely to be used as relay. We conducted
large and numerous experimentations on PlanetLab to evaluate
the trade-off between the performances in terms of RTT gain
and the reduction of the control overhead compared to the
state of the art.
The remaining part of this paper is organized as follows.
Section II motivates our idea of differentiating link state ad-
vertisement frequency. In Section III, we present our proposal
and detail how we adapt it to the state of the art overlay
routing mechanism. In Section IV, we evaluate our proposal
on PlanetLab experimentations and compare it to the state of
the art. Section V deals with related work. Finally, Section VI
concludes this paper and mentions future work.



II. MOTIVATIONS

With overlay routing, we use an intermediate relay node to
reach a destination when this two-hop overlay path provides
a better latency than the direct path. This situation takes place
because of the Triangle Inequality Violations (TIV) occurring
in the Internet [9].
The key factor motivating our proposal is relative to the
observation of how many times a node is used as relay node
in the two-hop overlay paths. We thus run experimentations
on 49 PlanetLab nodes [10] and compute the load of nodes,
i.e. how many times each node is used as intermediate node
to improve the latency between two other nodes.

Fig. 2. Relayed communications per node in a network constituted of 49
PlanetLab nodes.

Fig. 2 represents the Cumulative Distribution Function
(CDF) of the load experienced by nodes for an experiment
with 49 nodes. The load of a node corresponds to the number
of times it has been utilized as relay by two nodes that want
to communicate. We observe that 5% of nodes are used as
a next hop for more than 21 destinations, which is a very
high value given the fact that 73.4% of nodes are never used
as intermediate hop. We clearly see that some nodes attract
traffic1.
We base our proposal on this remarkable phenomenon. Indeed,
the quality of the links between the sub-set of nodes used
frequently as relays and all the nodes of the overlay are much
more relevant to compute two-hop paths than the quality of
the other links. We thus propose to introduce two different
frequencies in the process of link state dissemination, one high
frequency for the link states that are highly used to relay traffic
and one low frequency for the whole link states. This approach
enables to reduce the overhead generated by the overlay
routing mechanism while assuring very good performance and
reaction time.

III. OUR PROPOSAL

The goal of an overlay routing algorithm is to find the
optimal route for all pairs of nodes in the network with as
little per-node communication as possible. In the recent years,
proposals have been made to reduce the overhead generated

1This is due to inter-domain policy violations [11] caused by overlay
routing. Some relay nodes used to forward overlay traffic bypass inter-domain
policies defined by operators. This explains their attractiveness.

by the mechanisms necessary to compute paths in overlay
network (see related work in Section V).
We choose the overlay routing mechanism proposed in [12]
to evaluate our proposal of differentiating frequencies for the
dissemination of link states in the overlay. Indeed, in [12]
authors proposed a quorum-based approach that reduces the
dissemination overhead to O(n

√
n) while ensuring that best

paths can still be discovered and maintaining a good level of
resilience with regards to nodes or links failures. This proposal
aims at finding, if it exists, a better two-hops route in the
overlay than the direct path. In our case, we consider latency
as the criteria to counter TIV issues.
Basically, overlay nodes are organized in a grid. Fig. 3(a)
shows the grid quorums of nodes A and B. Each node i is
assigned a set of Rendez-Vous (RDV) servers Ri composed
of nodes on the same row and column (in grey in the figure).
i is thus a RDV client for the RDV servers Ri. The grid
organization ensures that these sets are constructed such that
every pair of nodes share at least one RDV server (Fig. 3(a)).
In this discussion, we assume that all links are bidirectional
with identical cost2. This construction provides two important
properties: first, every node pair share a RDV server, because
every column and row intersect. This technique guarantees
that at least one node (two if there is a perfect grid) is able
to compute the best two-hops path for a given pair of nodes.
Second, the traffic and computation load that the use of RDV
servers induces is equally distributed among the nodes in the
network. Hence, each node plays both roles of RDV client and
server in the dissemination process.
This approach reduces the dissemination overhead. Indeed,
instead of sending its link state information to all the overlay
nodes, one node only reports to its RDV servers. Thanks to
the grid organization, each node has maximum 2 ∗

√
n RDV

servers. The dissemination overhead is thus equal to O(n
√
n)

instead of O(n2) with flooding like RON [3], n being the
number of overlay nodes.

The construction of the RDV server sets using the grid
quorum results in every node knowing the best two-hops path
to every other node in the overlay. We propose to introduce
a differentiated update frequency in the dissemination of the
link states in order to optimize the overhead.
The quality of the direct paths between overlay nodes is highly
heterogeneous. Some paths offer a good delay while others are
quite unusable for delay-sensitive applications. This second
class of paths can be in general out-performed by two-hops
paths. However, we show in Section II that a small sub-set of
overlay nodes serves as relay, that is they are recommended
by RDV servers, for a large portion of the two-hops paths.
The link states of these highly recommended nodes with other
nodes of the network are thus more important to compute
recommendations than the others. They may be used at each
computation iteration while some link states may rarely be
used.

2Since we observed that the monitored RTT remains nearly equal in both
directions, the one-way delay on an overlay link could be approximated to
RTT/2.
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Fig. 3. Dissemination steps: (a) RDV clients send all their link-states (here containing RTTs) to their RDV servers, (b) RDV servers compute recommendations
and select nodes to be monitored at a higher frequency, (c) RDV servers send notifications to their RDV clients, (d) RDV servers send recommendations to
their RDV clients, (e) RDV clients send part of their link-states to their RDV servers.

To benefit from this, we propose to adapt the dissemination
phase to reduce overhead while maintaining a fair delay reduc-
tion with two-hop paths. The basic dissemination is performed
every Ti iterations, that is at a frequency fflood. = 1

Ti
, in

order for RDV servers to receive complete link states. We
consider that the frequency of the dissemination phase is
1, that is fflood. + fopt. = 1. Therefore, the iterations in-
between are done on a sub-set of the link states at a frequency
fopt. = 1− fflood. =

Ti−1
Ti

.
As described in Fig. 3, every Ti iterations, the dissemination
process is in four steps:

• Step A-1: RDV clients send complete link-state informa-
tion to their RDV servers, as shown in Fig. 3(a).

• Step A-2: RDV servers receive link state information
from their clients. They select the m more relevant nodes
for each of their RDV clients, according to a selection
threshold. Fig. 3(b) shows in yellow the m best relay
nodes in term of delay.

• Step A-3: RDV servers send the list of the required link
states to their RDV clients (Fig. 3(c)). In this example,
the list for A and B is constituted by the yellow nodes.
This type of messages is named notifications since a RDV
server notifies its RDV clients of the link state it would
like to receive more frequently.

• Step A-4: RDV servers send path recommendations they
computed to their RDV clients (Fig. 3(d)).

The dissemination iterations in-between follow a three-steps
process on a sub-set of the link states:

• Step B-1: RDV clients send the requested sub-sets of
link-state information to their RDV servers (Fig. 3(e)).
This sub-set has been notified to each RDV client during
the Step A-2. It will remain the same until a new round
is performed with the complete link states at frequency
fflood. =

1
Ti

.
• Step B-2: RDV servers compute path recommendations

for each client and to each destination among these clients
with the information on the link states they received.

• Step B-3: RDV servers send the path recommendations
they computed to their RDV clients (Fig. 3(d)).

This differentiated dissemination mechanism enables to reduce
the quantity of link states sent. At a frequency fflood. =

1
Ti

the RDV clients send their link state with all the nodes of the
overlay network to their RDV servers (Step A-1), while at a
frequency fopt. =

Ti−1
Ti

they send only a sub-set of them. The
selection threshold and the frequency have an impact on the
gain since two-hop paths may not be found because of partial
information, but also on the quantity of overhead generated by
the notification mechanism. Their values have to be adjusted



to obtain a good trade-off between the relative performances
and the reduction of the overhead.

IV. EVALUATION

In this section, we present the results of the evaluation of
our proposal compared to the state of the art. The goal of
our experimentations is to evaluate the trade-off between the
reduction of the dissemination overhead and the reduction of
RTT gain offered by two-hop paths. Indeed, differentiating link
states dissemination may lead to fewer recommendations, and
hence smaller RTT gain on two-hops paths. The adjustment
variables are the frequency of complete dissemination and the
threshold of link state selection.

A. PlanetLab Experiments Parameters

We implemented in Java both the state of the art grid
mechanism [12] , i.e. without optimization, and our proposal.
Overlay nodes should know each others presence. As specified
in RON [3], this can be done in a static way (e.g. each node
has the list of all overlay nodes locally stored in a file), or
dynamically with a bootstrap mechanism coupled to frequent
announcements. Since we do not aim at evaluating nodes
fail-over processes, we choose the static approach for our
implementation.
Monitoring must be performed periodically to gather perfor-
mance metrics and/or detect nodes or links failures. Our goal
in this paper is to improve latency with two-hops overlay
routing. We thus monitor Round-Trip-Time (RTT) on overlay
links. If TCP-based methods as well as the UDP-based prober
proposed in [3] could also be used, we simply perform pings
between each pair of nodes to estimate the RTT on each
overlay link. More precisely, we consider the average RTT
over 3 consecutive ping results. Each node periodically probes
other nodes simultaneously (separate threads) and results are
stored/updated in a Link-State Database (LSDB).
We deployed our Java executable on 49 PlanetLab [10] nodes
among Europe and ran several experiments for each combina-
tion of parameters.
Table I lists the parameters used for the experiments. We

TABLE I
PLANETLAB EXPERIMENTS PARAMETERS.

# nodes 49
Monitoring period 8 sec.

Dissemination period (Dp) 10 sec.
# dissemination rounds (r) 61 ([0:60])

Duration (r × Dp) 61 × 10 = 610 sec.

use a dissemination period of 10 seconds because we aim
at developing an overlay routing scheme able to react at
this timescale. The monitoring period is lower (8 seconds)
to ensure that new measurements are available between two
dissemination rounds.
At the end of each dissemination round during an experiment,
each node writes into files information regarding:

• Global results for the basic quorum-based approach such
as the number of link states sent/received, of recommen-
dations sent/received, and the difference of RTT between
the direct path and this two-hops path (later called gain).

• The same information but with the optimized mechanism
plus the number of notifications sent/received. The two
mechanisms run in parallel in order to have consistent
results in their comparison.

At the end of each experiment, we retrieve those files and
generate results presented in the following sections.

B. Experiments Results

First, we evaluate the impact of both the selection threshold
S and the frequency of complete dissemination fflood. on the
overhead of the different steps of the process compared to the
state of the art, that is without optimization. The frequency
fflood. = 1

Ti
corresponds to the dissemination of complete

link state information every Ti iterations, i.e. steps A-1 to
A-4 that include notifications by RDV servers to their RDV
clients. The others iterations are done with only a subset of the
link state information (those that were required by the RDV
servers), Steps B-1 to B-3, at a frequency fopt. = 1− fflood..
Fig. 4 presents the overhead generated by the exchange of
link state information (or Link State Advertisement - LSA)
between RDV clients and their RDV servers. The overhead is
equal without optimization and with a frequency fflood = 1
since the complete LSAs are sent at each iteration. For
a frequency fflood. and a selection threshold S, the LSA
overhead is equal to fflood. ∗ fullOverhead+ (1− fflood.) ∗
S ∗ fullOverhead. Therefore, it increases with the frequency
of complete LSA exchange and with the threshold for the
selection of nodes.
Fig. 5 shows the overhead generated by the notifications (Step
A-3). The notifications are messages that enable the RDV
servers to request specific link states from their RDV clients
for the dissemination iterations that will follow this step.
Indeed, the size of the sub-set of link states targeted by the
notifications depends on the threshold of selection S. Note
that notifications for a frequency fflood. = 1 or a threshold
S = 100% are useless since the complete LSAs are sent at
each iterations. The overhead of the notifications increases
linearly with selection threshold and depends on the frequency
of their emission, that is on fflood..
Fig. 6 presents the overhead generated by the exchange of
recommendations between the RDV servers and their RDV
clients. Without optimization, the overhead is roughly equal to
11000 bytes. We can observe that the frequency of complete
LSA exchange, when inferior to 1, has no impact on the
overhead, that is on the quantity of recommendations sent.
It means that the set of nodes used as relay on the two-hops
paths stays consistent through time. Basically, the same nodes
serve as relay. The selection threshold influences the recom-
mendation overhead, hence the quantity of recommendations
sent. However, it converges after 43% towards the overhead
with no optimization. It also means that the recommendations
are computed on a small set of link states. A sub-set of 43%



Fig. 4. Link state dissemination overhead per
iteration for one node.

Fig. 5. Notifications dissemination overhead
per iteration for one node.

Fig. 6. Recommendations dissemination over-
head per iteration for one node.

Fig. 7. Normalized difference between the RTT gain
without optimization and with optimization.

Fig. 8. Total monitoring and dissemination overhead
per iteration for one node.

of the link states enables to find out almost all the two-hops
paths that improve latency.
We now evaluate the trade-off between minimizing the whole
dissemination overhead, by means of link states selection
and frequency of complete LSA exchange, and the loss of
latency gain compared to the state of the art approach without
optimization. To quantify the gain, we compute, at the end
of each dissemination round and for each destination where a
relay node is used, the difference between the latency on the
direct path and the latency through the selected two-hops path.
We refer to this difference as the gain provided when using
two-hops overlay routes. For destinations where the direct path
is used, the value of gain is 0. For each node, we average
the values of gain over all destinations at each dissemination
round. We then compute the ratio between this average gain
and the average of latencies measured onto the direct paths to
obtain a global percentage value of gain. Finally, we compute
in percentage the difference between the gain obtained without
optimization and the gain obtained with our mechanism.
Fig. 7 presents this gain difference. When it equals 0 it
means that the RTT gain of the two-hops paths recommended
by the mechanism without optimization is the same as the

one with the proposed mechanism. The same phenomenon
observed in Fig. 6 for the quantity of recommendations sent
can be seen here. Indeed, the performances of the optimized
mechanism tends towards the performances of the state of
the art mechanism when the selection threshold increases. In
addition, for a given selection threshold, the RTT gain of the
optimized mechanism is not function of the frequency at which
complete LSAs are exchanged for the considered topology.
The reason is that, as seen before, only a stable sub-set of the
nodes serve as relay. We can observe that the gain difference
is smaller than 10% for a selection threshold greater than 36%
and smaller than 5% for 49%.
Finally, Fig. 8 enables to evaluate the total overhead of the
proposed mechanism. This total overhead is composed of
the overhead generated by the monitoring process and the
optimized dissemination process that includes notifications.
The state of the art mechanism generates per node and per
iteration roughly 72500 bytes. The overhead with a frequency
fflood. = 1 is larger because notifications are sent at each
iteration in addition to complete LSAs. As it has been ob-
served, the overhead for link state dissemination (Fig. 4) and
recommendation exchange (Fig. 6) is decreased compared to



the one of the mechanism without optimization. An addi-
tional overhead is introduced by notifications exchange, but
it remains small (maximum 6300 bytes) compared to LSA
exchange (maximum 43000 bytes) and recommendation ex-
change (maximum 11000 bytes). Selecting a sub-set of the link
states and disseminating them with a differentiated frequency
thus enable to reduce the total overhead. For example, for a
selection threshold of 36%, it is reduced by 10.4%, 20% and
24.1% for a frequency of full dissemination of 1/2, 1/5, and
1/10 respectively.

V. RELATED WORK

Resilient Overlay Network (RON) is an end-user overlay
network where overlay nodes aggressively probe their peers to
detect links failures faster than the underlying Internet routing
protocol (BGP) and choose another path that satisfies the
QoS requirements [3]. However, it does not scale up well
and supports only one routing metric. QoS-Aware Routing
in Overlay Networks (QRON) proposes to add QoS service
provisioning functionalities to RON utilizing an hierarchical
organization, that is clustering in terms of network distance [4].
Nevertheless, paths are not always optimal and reliability is
not completely assured. Bandwidth-Aware Routing in Overlay
Networks (BARON) improves RON utilizing capacity between
end hosts to identify viable overlay paths and pre-compute
them [5]. However, while reducing monitoring overhead, this
on-demand approach introduces latency. MCQoS [6] is a
vector-based overlay routing mechanism that supports multiple
QoS constraints. This on-demand approach provides a con-
vergence time comparable to the one of clustered techniques
such as QRON, but suffers from a very high re-stabilization
time as the number of overlay nodes increases. Finally, [12] is
also based on RON, but it considerably reduces its link state
advertisement overhead and thus increases its scalability using
a grid quorum technique while ensuring that the best paths can
be found and maintaining a good level of resilience to nodes
or links failures.
However, the approaches based on RON generate a large
amount of overhead to monitor link states and disseminate
this information to other nodes, which is actually O(n2)
with n being the number of overlay nodes. [13] address the
scalability issue by pruning overlay links that share multiple
underlay links. This approach requires to know the under-
laying network structure. This strong assumption is out of our
scope since the networks that connect the overlay nodes are
considered as black boxes. The quorum-based approach [12]
allows reducing the dissemination overhead to O(n

√
n). The

authors demonstrate that this is the minimal complexity to
find out the best two-hop routes. We chose this technique
to evaluate our proposal since the objective is to lower the
overhead.

VI. CONCLUSION

Routing in overlay network offers benefits such as im-
proving resilience and performances of Internet services and
applications. In this paper, we have outlined the fact that a

small sub-set of the overlay nodes are used as relay nodes by
a majority of two-hop overlay paths. Based on this observation,
we have proposed to optimize the overhead generated by
an overlay route computation mechanism by introducing a
differentiation between the nodes that are highly used as relay
and those that are not. Our approach consists in disseminating
at a high frequency the link states with the identified sub-
set of nodes highly used as relays and at a lower frequency
all the link states. The large number of experimentations
on PlanetLab we conducted show the trade-off between the
performances in terms of RTT gain and the reduction of
the control overhead compared to the state of the art. The
selection threshold and the frequency have an impact on the
gain since two-hop paths may not be found because of partial
information. They also have an impact on the quantity of over-
head generated by the notification mechanism. Their values
have to be adjusted to obtain a good trade-off between the
relative performances and the reduction of the overhead. Our
results show that the overhead can be substantially decreased
while keeping a very good level of RTT gain in the two-hop
paths. Future works thus include elaborating a mechanism that
enables to dynamically adapt both the selection threshold and
the frequency with respect to the dynamicity and the stability
of the overlay network.
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