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Abstract. The increasing ubiquity and diversity in the resources and function-
alities of the devices of thinternet of things claims the need for (1) a device-
independent abstraction layer to expose (and consume) devicelitagseds ser-
vices on the network and the need for (2) mechanisms to customize taeidneh

of the devices to fulfill new or additional operations. After reviewing stétie

art solutions for the dynamic deployment of tasks in WSN, we lay the basis f
the extension of the WSN-SOA [1] stack to support the dynamic deplolofen
service-oriented tasks.

1 Introduction

The increasing ubiquity of network-connected devices inexgryday environments
(e.g., at home, at work, in urban settings) is driving an@oh in interaction patterns,
from traditional human-computer to machine-to-machinenscios. For instance, re-
mote monitoring and control solutions, previously limitedindustrial systems such
as SCADA, are currently available in the market as home aatiom solutions for the
automatic control of lights, shutters or heating.

The advent of the Internet of Things

In the same way, in the years to come we will witness the greittonsumer electron-
ics based on wireless technologies such as RFID (RadiasEray Identification) and
WSN (Wireless Sensor Networks). WSN are currently mostly teel/to the measure-
ment of simple environmental parameters such as temperatutumidity. However,
nodes are increasingly affordable and miniaturised, amgepagonsumption optimisa-
tions are expected to make batteries last several years.

These advances will make such sensors ready to be integna¢edryday objects
such as furniture or clothes. Users will be able to custorthiz& environment not only
depending on the identified objects around them, but alsogbale to interact with
them as input or output peripherals and being able to maka thteract with each
other, thus realizing the dream of bmter net-of-Things world.

Service composition and tasking

The increasing diversity in the resources and functioiealiof the devices of the In-
ternet of things arises the need for a device-independesiteaition layer exposing
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the functionality of each sensor and actuator as a servideenetwork. In previous

work [1], we presented the WSN-SOA stack, a lightweight ssndriented stack for
WSN. With such an approach, ubiquituous applications inmglfrom the simplest

temperature sensor to highly optimized cloud computing seftyices can be easily
created by using service composition and orchestraticeddiition, subscription mech-
anisms in WSN-SOA remove the need for polling thus saving d¢tebes, the scarcest
resource in wireless sensors.

Although such an approach is sufficient for a wide range ofjuitiious applica-
tions, autonomous cooperation between wireless sensasnisdimited by the inabil-
ity to modify the behavior of the devices in order for them wdfifi new or additional
operations (e.g. event detection, object tracking, actuatntrol and command, data
collection). In this paper, we will first review the existisglutions for the dynamic
deployment of processing tasks in WSN. Then, we will lay th&idor extending the
WSN-SOA for dynamic deployment of services and tasks.

2 Related work

A number of propositions exist in the literature for the dyna deployment of treat-
ments in wireless sensor networks. This section reviewthalsolutions which enable
to reprogram or to task individual or groups of sensor nodésevaluate these solutions
against the three following criteria:

— Global overhead: Asking a sensor or a group of sensors to perform a set of action
consumes bandwidth for tliequest phase, which could include in some cases code
deployment, and consumes memory and processing powerefexdtution phase.

— Required programming effort: Depending on the programming model, the level
of abstractions and the amount of support functions, reprogg a sensor network
can be more or less difficult.

— Task complexity: The complexity of the tasks that each framework allows to de-
ploy on the sensor nodes might be different.

Fig. 1 shows a qualitative comparison of the different apphes found in the liter-
ature with regards to the previous criteria. An ideal solutivould have the maximum
score for each axis.

Over-the-air flashing

The Deluge [2] software allows to reprogram sensors by flagstiieir ROM memory
over-the-air. As the entire node program must be transthttienodes, it consumes a
lot of resources (battery, bandwidth). It potentially rizga a significant programming
effort as it does not provide any programming support buemtidlly offers the possi-
bility to deploy tasks of a great complexity. Note also tHhthee tasks running on nodes
are being restarted without restoring their state when siade reprogrammed.

Virtual machines

Agilla [3]is a virtual machine-based middleware which alithe use of mobile agents.
Mobile agents are defined in the form of programs, with a cemglyntax similar to
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Fig. 1. Evaluation of existing solutions.

Programming simplicity

the assembly, interpreted on the sensors.éM4j takes a similar approach, being a
byte code interpreter for TinyOS. In both solutions assgmbdgrams can be deployed
remotely by using a mobile agent injector for the first one armbde capsule for the
second one. These approaches reduce the global overhe#ltegmmdgramming effort
but the task complexity is limited by the available instians (opcodes) in the nodes
and by the fact that no communication support is offered fidlaboration between
sensor nodes.

Action chains

The Tenet [5] software aims at distributing processing amsse nodes in the form
of tasks. Each task consist in a chaintadgklets which are called sequentially. Tenet
reduces communication costs with respect to virtual macbemsed solution by relying
on pre-deployed unitary complex operations. Tenet suppasking with a very simple
programming language but is limited by the number of taskdehilable at nodes and
does not offer any support for sensor nodes collaboration.

Service orientation

Servilla [6] is a service-oriented middleware running asrtieterogeneous wireless
sensor nodes (e.g., TelosB and Imote2) on top of which onexaaute scripts. Servilla
relies on Agilla but provides an easier C-style scriptinggiaage and service-oriented
features such as dynamic service discovery and invocattmanks to its service-oriented
approach and its programming language, Servilla enabldstioy more complex tasks
in terms of functionality and sensor nodes collaborationiavkeeping a global over-
head similar to virtual machine-based solutions.

Macroprogramming

Whereas previous approaches focused on the modificationeolotal behavior of
nodes, a different class of solution focuses on the glob@wer of a distributed sen-
sor network as a whole, also referredraascroprogramming. In this class, Cougar [7]
and TinyDB [8] are considering a sensor network to be a dawbehey provide easy
SQL-like interfaces for extracting the data of interestiireensor nodes. These solu-
tions offer a very easy way of tasking a sensor network whalessaming a fairly little
global overhead. However, they are limited to data colkectiperations.



4
3 Towards the deployment of service-oriented tasks

From the survey presented in Sec. 2, we found that all thetisnBiface a general
trade-off between programming simplicity, tasks compiexind overhead reduction.
However, we argue that without adding overhead or programgrmmomplexity, Servilla
and Tenet would benefit from the support of a rich SOA middhevia easily support
complex collaboration between sensors. The WSN-SOA stddk . good candidate
as it features service discovery and invocation, eventoegations and dynamic service
hosting.

The WSN-SOA protocol stack was introduced as part of a mieltiservice-oriented
architecture for heterogeneous sensor networks. Thigtactlive seamlessly integrates
devices with resources ranging from those of a PDA to exthergmnstrained sensors
such as Crossbow’s MICAz. WSN-SOA enables the use of regasgtinse and pub-
lish/subscribe paradigms in networks of constrained gsnsat it is only able to run
the services that were hard-coded when the program was dlasteememory. There
is no means to change the default behaviour apart from chgmnvgiues for thresholds,
periods, etc.
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Fig. 2. Example of a service-oriented task deployment.

By combining the advantages of WSN-SOA for distributed aggibns and tasking
mechanisms such as Servilla and Tenet, distributed priocgssks could be deployed
to a number of nodes in order for them to cooperate autondmadilse tasks that one
would deploy consists in simple scripts which could invabedl or remote services and
manipulate data using a library of pre-programmed funetidrhese tasks could also



expose results of their computation to the other nodes aandipally created services.
Fig. 2 illustrates how tasks would be deployed using an eldddiVSN-SOA stack.
In this example, a task deployed on node C uses a local puisitjcservice and the
information exposed as a service by another task deployedea B which fuses data
from magnetometer services running on nodes A and B.

In order to enable the dynamic deployment of service-oeigrtasks on top of
WSN-SOA, a number of technical issues should be addressest, &itask manage-
ment service has to be specified to take care of the lifecyfidasis: (un)installation
and (des)activation operations. This service offers timeote ability to list deployed
tasks status. Then, a script or task interpreter with a sdbetias to be integrated. Fi-
nally, the programming language has to be enriched withiceriented operations
to invoke remote services, expose data as dynamicallyextesgrvices, subscribe to
events and produce event notifications. Note that as semst@snike MICAz have
highly constrained resources these extensions to WSN-S©£equired to have little
memory footprint.

4 Conclusion

After having reviewed state-of-the-art solutions for tlyaamic deployment of tasks in
WSN, this paper has laid the basis for the extension of the WSN-8ack to support
the dynamic deployment of service-oriented tasks. The aoaibn of these powerful
mechanisms will enable the seamless creation of coopefaghiaviours in WSN, thus
paving the road for a whole new set of applications in thearagtation oflnter net-of-
Things environments.
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